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a b s t r a c t

In many applications, observations are available with different views. This is, for example, the case with
image-text classification, multilingual document classification or document classification on the web. In
addition, unlabeled multiview examples can be easily acquired, but assigning labels to these examples is
usually a time consuming task. We describe a multiview self-learning strategy which trains different
voting classifiers on different views. The margin distributions over the unlabeled training data, obtained
with each view-specific classifier are then used to estimate an upper-bound on their transductive Bayes
error. Minimizing this upper-bound provides an automatic margin-threshold which is used to assign
pseudo-labels to unlabeled examples. Final class labels are then assigned to these examples, by taking a
vote on the pool of the previous pseudo-labels. New view-specific classifiers are then trained using the
labeled and pseudo-labeled training data. We consider applications to image-text classification and to
multilingual document classification. We present experimental results on the NUS-WIDE collection and
on Reuters RCV1-RCV2 which show that despite its simplicity, our approach is competitive with other
state-of-the-art techniques.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Most photo sharing sites like Flickr1 give their users the
opportunity to manually assign labels to images. These labels provide
descriptive keywords for the image, and play an important role in the
organization of the image collection, since they can be used to browse
or search the collection of images. Their usage is however limited to
the small portion of images that are manually labeled. Automating the
annotation process is mandatory to extend the categorization to the
entire, ever-growing image collection. Automatic image annotation
has two key properties: (1) for many categories, we may have a very
limited number of labeled examples, but a very large number of
additional, unlabeled images are available, and (2) images can
naturally be represented in several distinct feature spaces, including
visual feature spaces such as bag-of-visual words obtained from SIFT
[20] descriptors or color histograms, as well as textual features such as
a bag-of-words representation of surrounding text.

Note that these two properties are not unique to images. We can
also view a multilingual text corpus as a collection of documents
with different views corresponding to the different languages. And
similarly, annotating texts usually requires expensive manual

inspection, whereas we can acquire large amounts of unannotated
textual material from the web or other large collections.

In this paper, we formalize these problems within the frame-
work of multiview, semi-supervised learning. Our approach relies
on combining the various possible representations—also called
views—of each example. Each feature space is used to train a
classifier on the labeled training set, resulting in one classifier per
view. We then adopt a consensus-based self-learning algorithm
similar to [3], to carry out semi-supervised learning: each view of
an unlabeled example is pseudo-labeled if the corresponding
single-view classifier of that view is confident about the class
label for that example, and the examples for which the majority of
the view-specific classifiers predict the same class label are
pseudo-labeled and added to the initial training set. The view-
specific classifiers are then re-trained, and the procedure is
repeated until convergence is achieved. The measure of confidence
used to assign pseudo-labels to unlabeled single-view examples is
related to an automatic margin threshold which is computed at
each iteration by minimizing the upper-bound of the transductive
Bayes error. At test time, examples are labeled according to the
majority vote of all single-view classifiers.

We report on experiments carried out in two contexts. We address
the problem of text-image classification using the NUS-WIDE dataset
[10], and the problem of multilingual document categorization using
a multiview text categorization collection extracted from Reuters
RCV1-RCV2 [3]. The experimental results show that our multiview
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semi-supervised approach significantly outperforms various super-
vised and semi-supervised state-of-the-art baselines.

The main contribution of this paper is the extension of the self-
training algorithm to multi-view, with an arbitrary number of views,
using a confidence-based self-labeling approach with majority voting
where the confidence level is strictly controlled in a principled way
through an upper bound on the transductive error.

The following section briefly reviews the state of the art in
multiview learning and self-learning. In Section 3, we then present
the multiview self-learning algorithm that we propose. Section 4
describes our experimental setup and results.

2. State of the art

We position our approach in the context of related work on
multiview learning (Section 2.1) and self-learning (Section 2.2).

2.1. Multiview learning

Multiview learning deals with observations that can be described
in several representation spaces, such that each representation space
may be used to build a predictor. These may be naturally different
views on the same object, such as poses in object recognition, or
different language versions of the same document. They may also be
different sets of features, obtained from different means, such as
color-based features vs. descriptive text for an image. The goal of
multiview learning is to combine predictors over each view (called
view-specific predictors) in order to improve the overall performance
beyond that of predictors trained on each view separately, or on
trivial combinations of views. The first successful multiview learning
technique was [8]'s co-training algorithm, which iteratively labels
unlabeled examples based on predictors trained in different views. A
related approach is co-regularization [25] where the view-specific
predictors are constrained to produce similar predictions. Other
notable multiview techniques are multiple kernel learning [5], and
techniques relying on (kernel) Canonical Correlation Analysis [17],
multiview Fisher Discriminant Analysis [12], graph-based semi-
supervised learning [36], hypergraph learning [35], spectral embed-
ding [33] and click-through-based cross-view learning [23]. Note that
although co-training and co-regularization have different theoretical
backgrounds and motivation, empirical evidence shows that view-
specific classifiers trained by the iterative co-training algorithm tend
to agree on the pool of unlabeled data. The pseudo-labeling method
of co-training can thus be seen as an iterative method for increasing
the agreement between predictors. This issue will be at the core of
our approach (Section 3.1).

The co-training algorithm has inspired some methods where a
single input feature space is split or sampled in various ways in
order to build an ensemble of models [37,32]. These are not
multiview learning approaches in the sense of this paper as the
“views” they create are artificial and usually redundant. They
clearly differ from an approach such as ours where observations
are naturally described from different representations.

2.2. Self-learning

Self-learning (or self-training) has been one of the first success-
ful semi-supervised learning techniques [38]. The general idea is
to automatically label unlabeled examples on which the model is
sufficiently confident, and gradually add that to the labeled
training data. This has been particularly effective in many Natural
Language Processing tasks and used successfully, for example, on
word sense disambiguation [34], entity classification [11] or
statistical machine translation [30].

Other semi-supervised learning approaches typically rely on
various assumptions. The cluster assumption states that examples
within a given cluster are likely to be of the same class. This is
particularly suited to generative mixture models [22]. Low density
separation assumes that high-density regions do not contain the
decision boundary [9], which leads to propagating class labels in
high density regions. The manifold assumption holds when high
dimensional data lie on a low-dimensional manifold [7]. In such
cases the curse of dimensionality is avoided by operating in a low-
dimensional space [6].

In the single view setting, one common problem with self-
learning is that estimating labeling confidence may be difficult and
errors in the self-labeling may impact system performance later on
[29]. In co-training [8], examples are alternatively labeled on each
view and used to train the classifier on the other view, in order to
avoid biasing the model with its own prediction mistakes. It is also
possible to use the multiple views by pooling prediction informa-
tion from the multiple views and use consensus as a proxy for
confidence in order to improve the self-labeling process. Consen-
sus across multiple views has been exploited and shown to be
effective, for example in ranking multilingual documents [31].

The approach presented in the next section extends this idea by
exploring different ways to exploit the multiple predictions
obtained on the different views.

3. Model

We first describe our semi-supervised, multiview approach for
binary classification inspired by consensus-based algorithms.
Notations used in the paper are given in Table 1.

3.1. Multiview self-learning

Denoting V the number of available views, each object is a tuple

x¼def ðx1;…; xV Þ
where xvAXv is the v-th view of example x and Xv is the
corresponding input space. These can be various visual representa-
tions of an image (e.g. a bag-of-visual-words representation based
on SIFT descriptors) or bag-of-words representations for textual
content.

The data consists of a set of labeled training examples
Zℓ ¼ fðxi; yiÞjiAf1;…; lgg, with binary labels yiAf�1; þ1g, and a
set of unlabeled training data XU ¼ fxijiAflþ1;…; lþugg. Our goal
is to obtain V binary classifiers

fhv : Xv-f�1;1gjvAf1;…;Vgg
Note that, in this section, we focus on binary classification.

Table 1
Notations.

Notation Description

V Number of views

ðxvÞVv ¼ 1 V views of an observation x¼def ðx1 ;…; xV Þ
Xv Input space corresponding to the v-th view
Zℓ Labeled training set of size l
XU Unlabeled training set of size u
Hv Hypothesis space associated with the v-th view
Qv Probability distribution over Hv

BQv Bayes classifier for view v

GQv Gibbs classifier for view v

Ruð�Þ Transductive risk
mQv ðxvÞ Unsigned margin of the v-th view of example xv
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