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a b s t r a c t

In this paper a hybrid particle swarm optimization procedure is proposed to solve the preemptive
resource-constrained project scheduling problem in which a maximum of one interruption per activity is
allowed. Four types of particle representations are designed and two schedule generation schemes are
adopted to decode the particle representations. Particle-updating mechanisms based on the peak
crossover operator are designed for all particle representations. Computational experiments have been
carried out on standard project scheduling problem sets. Analysis of the computational results has
confirmed that introduction of preemption helps to reduce project duration and the proposed particle
swarm optimization procedures are effective for preemptive resource-constrained project scheduling.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

The resource-constrained project scheduling problem (RCPSP),
together with some of its extensions, has been widely studied
during the last decades. The classic RCPSP is to schedule a project
so as to minimize its duration [1], where n activities have to be
processed in order subject to both precedence relations and
resource constraints [2]. The RCPSP has been proven to be an
NP-hard problem [3]. A variety of optimization procedures have
been developed to solve the problem. Exact methods have been
proposed, such as branch and bound algorithms [4,5] and zero-one
programming approaches [6,7]. However, exact methods are not
so capable of large-scale projects with 60 or more activities [1].
The proposition and development of heuristic and meta-heuristic
algorithms, especially genetic algorithms (GAs) [1], ant colony
optimization (ACO) algorithms [8] and particle swarm optimiza-
tion (PSO) algorithms [9], improve the solution quality and
computing speed significantly. Of obvious practical importance,
the RCPSP and corresponding procedures are widely studied and
applied [10].

The classic RCPSP is based on some assumptions, among which
non-preemption requires that an activity cannot be interrupted once
it has started [11]. However, interruption happens frequently in real-
world projects. As a result, the majority of project management
software packages also allow preemption. With the demands of
project management practice, more researchers begin to relax the
non-preemption assumption. The RCPSP without non-preemption

assumption is called the preemptive resource-constrained project
scheduling problem (PRCPSP).

Kaplan [12] is the first to study the PRCPSP systematically.
In the PRCPSP, activities are assumed to be interrupted at an
integer time instant and restarted later with no additional cost.
Demeulemeester and Herroelen [13] had an in-depth discussion
about the PRCPSP, and proposed a branch-and-bound procedure to
solve the problem. According to their research it was argued that
given a constant resource availability the introduction of preemp-
tion in project scheduling has little effect on project duration.

Sorli and Pilar [14] categorized three modes of preemption, viz.,
(a) non-preemption, (b) a maximum of one preemption per
activity (at an integer time instant), and (c) any number of
preemptions (at integer time instants). The problem defined by
Demeulemeester and Herroelen [13] is equivalent to the mode
(c) of Sorli and Pilar [14], and is the most generalized extension of
the RCPSP in regards to preemption. Ballestín et al. [15] studied the
PRCPSP and suggested to use the term m_PRCPSP, where m is a
non-negative integer. The m_PRCPSP can be defined as an RCPSP in
which any activity can be preempted at most m times and each
preemption happens at a non-negative integer time instant. For a
specific activity, m shall not exceed its duration. Ballestin et al. [15]
argued that 1_PRCPSP, i.e., m_PRCPSP with m¼1, has practical and
theoretical significance. Their computational experiments indi-
cated that preemption helps to decrease project duration.

Similar to the RCPSP, many methods for the PRCPSP have also
been proposed in the literature, including exact methods, heuristics
and meta-heuristics. Exact methods (e.g., [12,13,16,17]) are capable to
find the optimal solutions. However, for large-scale project schedul-
ing problems or other more complex problems, exact methods are
not efficient enough. Since large-scale projects are very common in
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practice, researchers started to pay more attention to heuristic or
meta-heuristic algorithms for the PRCPSP to improve the solution
efficiency. For example, Ballestín et al. [15] adapted the serial
schedule generation scheme (SGS) to transform an activity list to a
feasible schedule with one interruption and named this scheme as
1_serial SGS or 1_SSGS. A genetic algorithm using 1_SSGS as the
decoding scheme was then designed for the 1_PRCPSP [15]. Particle
swarm optimization was also applied to solve the PRCPSP [18], in
which a particle-updating mechanism was designed based on the
partially mapped crossover operator. The computational experiment
on an example project demonstrated that the PSO algorithm is
effective for preemptive project scheduling.

The objective of this paper is to study the 1_PRCPSP and to
extend the PSO algorithm mentioned in [15]. To adhere to the basic
structure of the PSO algorithm, we fully summarize four kinds of
particle solution presentations and adopt the peak crossover
operator [19] to improve the particle-updating mechanism [18].

The rest of the paper is as follows. In Section 2, we describe the
1_PRCPSP in detail. Section 3 introduces the PSO procedures we
have developed for the problem, including the particle solution
representations, schedule generation schemes, the fitness function
and particle-updating mechanisms. Computational experiments
were carried out and the results are shown in Section 4. Section 5
discusses the impacts of project parameters. Finally, Section 6
briefly summarizes the findings of this paper.

2. Problem descriptions

A project can be represented by an activity-on-node (AON)
network G¼(V, E), where V is the set of nodes representing the
activities, and E is the set of arcs denoting the precedence relations.
The project consists of a set of nþ2 activities j¼0, 1, …, n, nþ1,
where activities 0 and nþ1 represent dummy start and end
activities respectively. The duration of activity j is denoted by a
non-negative integer dj, and d0¼dnþ1¼0. A set of K renewable
resources are available for the project. The capacity of resource k is
denoted as Rk, where k¼1, 2,…, K. The demand on resource k by
activity j is rjk, where j¼0, 1,…, n, nþ1, k¼1, 2,…, K, and rjk is a non-
negative integer.

Activities in progress are allowed to be interrupted for a
maximum of once, and preemption occurs at an integer time
instant. If preempted, the activity is to start again after a period of
time with no additional cost. If preemption occurs exactly at the
start or end of an activity, or if the activity immediately restarts
after preemption, then in either situation the activity is not
recognized as having been preempted.

For the preemptive project scheduling problem, it is required to
determine whether an activity shall be preempted, when the
preemption shall occur, and when the remainder part of the
preempted activity shall be restarted, so as to minimize the project
duration under the precedence relations and resource constraints.

To formulate the 1_PRCPSP, some extra symbols and definitions
are given as follows: sj denotes the start time of activity j; Pj
denotes the set of immediate predecessors of activity j; t denotes
the time instant and T denotes the due date of the project. Activity
j can be split into two parts ja and jb, and their start times are sj,a
and sj,b, respectively. Their durations are non-negative integer
numbers dj,a and dj,b, where dj,aþdj,b¼dj. Moreover, the set of
ongoing activity at time instant t is denoted by At. Hence, the
1_PRCPSP is formulated as follows [13,20]:

min snþ1 ð1Þ
s.t.

sibþdibrsja; iAPj; jAV ð2Þ

sjaþdjarsjb; jAV ð3Þ

djaþdjb ¼ dj; jAV=f0;nþ1g ð4Þ

s0 ¼ 0 ð5Þ

∑
jAAt

rjkrRk 8k; 8 tA ½0; T � ð6Þ

dja; djbAZ=Z� ð7Þ

The objective function (1) is to minimize the start time of
dummy end activity nþ1, which is equal to the project duration.
Constraints (2) and (3) ensure that there is no violation of
precedence relations. Constraint (4) ensures that the sum of the
durations of the two parts is equal to the duration of the whole
activity. Constraint (5) is the initial condition. Constraint (6) enforces
resource requirements. Constraint (7) indicates that the preemption
of an activity occurs at a non-negative integer time instant.

3. Particle swarm optimization

Particle swarm optimization is one of the well-recognized
swarm intelligence algorithms [19,21,22]. Similar to the genetic
algorithm and ant colony optimization algorithm, PSO starts with
an initial population (i.e., a swarm) of individuals (i.e., particles)
and updates them iteratively. Each particle is represented as a
point in an M-dimension space and characterized by its position
and velocity. The particles are updated according to its own flying
experience and its companions' flying experience [21,23].

In this paper, a hybrid particle swarm optimization procedure is
proposed to solve the 1_PRCPSP. Four forms of encoding methods
are introduced, viz., permutation-based representation, priority-
based representation, permutation and preemption point-based
representation, and priority and preemption point-based repre-
sentation. The first two are decoded by the 1_SSGS scheme in [15].
And for the latter two, we propose the serial SGS with preemption
points (PP_SSGS) which will be further discussed in the second
sub-section.

3.1. Particle solution representation

In general, two forms of solution representations, i.e., permutation-
based (or activity list) representation [2,24] and priority-based (or
random key) representation [1,19,25,26] are adopted widely for the
classic RCPSP. In this paper, we design another two forms to represent
activities preempted in the 1_PRCPSP, i.e., permutation and preemp-
tion point-based representation, and priority and preemption point-
based representation. For each representation, we take a project with
five non-dummy activities (see Fig. 1) to illustrate their corresponding
structures.
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Fig. 1. A project with five non-dummy activities.
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