
Author's Accepted Manuscript

A proximal classifier with positive and nega-
tive local regions

Yuan-Hai Shao, Wei-Jie Chen, Zhen Wang, Hai-
Bin Zhang, Nai-Yang Deng

PII: S0925-2312(14)00699-7
DOI: http://dx.doi.org/10.1016/j.neucom.2014.05.050
Reference: NEUCOM14256

To appear in: Neurocomputing

Received date: 16 July 2013
Revised date: 25 May 2014
Accepted date: 26 May 2014

Cite this article as: Yuan-Hai Shao, Wei-Jie Chen, Zhen Wang, Hai-Bin Zhang,
Nai-Yang Deng, A proximal classifier with positive and negative local regions,
Neurocomputing, http://dx.doi.org/10.1016/j.neucom.2014.05.050

This is a PDF file of an unedited manuscript that has been accepted for
publication. As a service to our customers we are providing this early version of
the manuscript. The manuscript will undergo copyediting, typesetting, and
review of the resulting galley proof before it is published in its final citable form.
Please note that during the production process errors may be discovered which
could affect the content, and all legal disclaimers that apply to the journal
pertain.

www.elsevier.com/locate/neucom

http://dx.doi.org/10.1016/j.neucom.2014.05.050
http://dx.doi.org/10.1016/j.neucom.2014.05.050
http://dx.doi.org/10.1016/j.neucom.2014.05.050
http://dx.doi.org/10.1016/j.neucom.2014.05.050
http://dx.doi.org/10.1016/j.neucom.2014.05.050
http://dx.doi.org/10.1016/j.neucom.2014.05.050


A proximal classifier with positive and negative local
regions

Yuan-Hai Shaoa, Wei-Jie Chena, Zhen Wangb, Hai-Bin Zhangc, Nai-Yang
Dengd,∗

aZhijiang College, Zhejiang University of Technology, Hangzhou, 310024, P.R.China
bCollege of Mathematics, Jilin University, Changchun, 130012, P.R.China

cCollege of Applied Sciences, Beijing University of Technology, Beijing, 100124, P.R.China
dCollege of Science China Agricultural University, Beijing, 100083, P.R.China

Abstract

Local learning has been successfully applied in pattern recognition due to its

powerful discriminating ability. The conventional local learning usually divides

the feature space into a number of homogeneous local regions. By contrast,

we introduce a new local strategy, which divides the feature space into two

kinds of regions: positive local regions and negative local regions. Based on

this strategy, a local proximal classifier (LPC) is constructed. Furthermore, to

avoid overfitting, we propose a local proximal classifier with global regularizer

(GLPC) by improving the LPC so that the local classifiers are smoothly glued

together. In GLPC, the local correlation is modeled to capture the sample

distribution among the local region, resulting in increasing the discriminating

ability. Experimental results show the effectiveness of our classifiers in both

classification accuracy and computation time.
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