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a b s t r a c t

Multiple kernel learning (MKL) methods is widely used in object detection. The conventional MKL
methods employ a linear and stationary kernel combination format which cannot accurately describe the
distributions of complex data. This paper proposes an E2LSH based clustering algorithmwhich combines
the advantages of nonlinear multiple kernel combination methods—E2LSH-MKL. E2LSH-MKL is a non-
linear and nonstationary multiple kernel learning method. This method utilizes the Hadamard product to
realize nonlinear combination of multiple different kernels in order to make full use of information
generated from the nonlinear interaction of different kernels. Besides, the method employs E2LSH-based
clustering algorithm to group images into subsets, then assigns cluster-related kernel weights according
to relative contributions of different kernels on each image subset to realize nonstationary weighting of
multiple kernels to improve learning performance. Finally, E2LSH-MKL is applied to object detection.
Experiment results on datasets of TRECVID 2005 and Caltech-256 show that our method is superior to
the state-of-the-art multiple kernel learning methods.

Crown Copyright & 2013 Published by Elsevier B.V. All rights reserved.

1. Introduction

Object detection has a wide range applications in image and
video indexing and retrieval, such as pattern recognition [1,2],
multi-object detection, tracking [3,4], etc. Usually, a object detec-
tor is learned by training on labeled datasets using machine
learning methods. For an unknown image or video key frame,
put it directly into the trained detectors to obtain the concept type.
However, object detection is a much challenging task. The essen-
tial reason lies in that the images within a category would still
exhibit diversity [5]. We may refer to such phenomena as “intra-
class diversity”.

Currently, multiple kernel learning (MKL) methods [6] are widely
used in object learning [7,8] and have shown an excellent detection
performance. Compared to a single kernel in the traditional support
vector machine (SVM) [9], MKL learns an optimal kernel combination
and the associated classifier simultaneously, providing an effective
way of fusing informative features and kernels. Therefore, MKL is
a more flexible kind of kernel-based learning model. The theories
and applications in recent years have shown that MKL achieves a
more superior performance than single kernel based classifiers [10].

However, existing MKL classifiers mostly adopt a stationary
combination of kernel functions, that is these methods basically
adopt a uniform similarity measure over the whole input space.

When a category exhibits high variation as well as correlation with
other categories in appearance, they are difficult to cope with the
complexity of data distribution. Therefore, several sample-based
methods [11,12] have been proposed to capture the characteristics
of individual samples. For example, a sample-specific ensemble
kernel learning method is proposed in [11] to explore the relative
contributions of distinct kernels for each sample. In practice, such
methods have yielded promising discriminative power. But expen-
sive computation is incurred to learn sample-based similarity
measures. More importantly, heavily respecting individual sam-
ples may overwhelm the intrinsic properties of a category so as to
make the classifier less reliable.

Considering the intra-class diversity of images, Yang [13] proposes
a nonstationary combination of kernel functions Group Sensitive
Multiple Kernel Learning (GS-MKL) to perform object learning [5].
In GS-MKL, K-Means is firstly used to partition image features into
several clusters and then multiple kernel learning classifiers are
trained based on these feature clusters. In this way, different kernel
weights are assigned to different feature clusters. However, K-Means
clustering algorithm has some drawbacks. Firstly, K-Means is variance-
based [1], it will award more clusters to high frequency areas of the
feature space, leaving less clusters for the remaining areas. Since
frequently occurring features are not necessarily informative, this
over-sampling of dense regions is inappropriate [14]. Secondly,
K-Means does not support dynamic expansion of clustering data [15],
therefore once new images are added, it needs to cluster the new
data set again. Thirdly, it is computationally very expensive as it
involves several distance calculations of each data point from
all the centers in each iteration. Besides, the initial cluster centers
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in K-means algorithm are randomly generated, thus the clustering
results are unstable and susceptible to noise data points. And the
final cluster results heavily depend on the selection of initial centers
which cause it to converge at local optimum.

To overcome these problems, we propose a E2LSH-MKL based
object detection method. Exact Euclidean LSH (E2LSH) [16] is
a scheme of Locality Sensitive Hashing (LSH) [17] realized in
Euclidean space and has a wide range application in fast approx-
imate nearest neighbor search and indexing for large scale high-
dimensional data. The basic idea of LSH is to use several locality
sensitive hashing functions to map high-dimensional data points
into low-dimensional space ensuring that the closer points in
high-dimensional space are still close to each other in low-
dimensional space. According to this idea, we employ E2LSH
instead of K-Means to perform image features' clustering. In
E2LSH-MKL, firstly, E2LSH is used to partition image features into
different clusters. Secondly, an E2LSH clustering based multiple
kernel learning classifier is trained based on these feature clusters,
which assign different kernel weights to different feature clusters,
thus to capture intra-class diversity of images effectively. Finally,
an unknown image or video key frame is input to the trained
E2LSH-MKL classifier to obtain its object type.

The remainder of this paper is organized as follows. In Section 2
we briefly introduce the related theories, including GS-MKL and
E2LSH clustering algorithm. In Section 3, we introduce E2LSH-MKL
and give out its coefficients optimization procedure. Section 4
depicts E2LSH-MKL based object detection algorithm in detail.
We present the experimental results in Section 5. Finally we
conclude this paper in Section 6.

2. Preliminaries

2.1. GS-MKL

Multiple kernel learning was first proposed by Pavlidis [18] to
fuse heterogeneous data for gene functional classification and then
extended to multi-class classification in [19]. Canonical MKL learns
a convex kernel combination and the associated classifier jointly,
thereby selecting informative features and discriminative kernels.
The combination of multi-kernels is defined as follows:

Kðxi; xÞ ¼ ∑
M

m ¼ 1
βmKmðxi; xÞ ð1Þ

where fβmgMm ¼ 1 are kernel weights, ∑M
m ¼ 1βm ¼ 1 and βmZ0. M is

the total number of kernels. Km is a positive definite kernel
associated with a reproducing kernel Hilbert space (RKHS). Each
Km can employ different kernel functions and use different feature
subsets or data representations.

Canonical MKL employs a uniform kernel combination over the
whole input space. Instead of learning a global kernel combina-
tion, Yang [5] employs a nonstationary kernel weighting method,
Group Sensitive Multiple Kernel Learning (GS-MKL). GS-MKL
learns a set of group-sensitive kernel combination to adapt with
the complexity of data distribution. The kernel weights in GS-MKL
not only depend on the kernel functions, but also on the groups
that the two images belong to. Let cðxiÞ and cðxjÞ represent the
group ids of image xi and xj, respectively. The combined kernel
form in Eq. (1) can be rewritten as

Kðxi; xjÞ ¼ ∑
M

m ¼ 1
βcðxiÞm β

cðxjÞ
m Kmðxi; xjÞ ð2Þ

where βcðxiÞm and β
cðxjÞ
m are the group-sensitive kernel weights of xi and

xj. Let G denote the total group number, then βcðxÞm Afβ1m; :::; βgm; :::; βGmg
for mAð1;2; :::;MÞ.

Given a labeled image dataset as Dtrain ¼ fxi; yigNi ¼ 1, where xi
is the ith sample and fyi ¼ 71g is the corresponding binary label
by human for a given visual concept, our goal is to train a multi-
kernels based classifier with a decision function f ðxÞ to predict the
object category of an unlabeled image x in dataset Dtest . The
decision function can be given as follows:

f ðxÞ ¼ ∑
N

i ¼ 1
αiyi ∑

M

m ¼ 1
βcðxiÞm βcðxÞm Kmðxi; xÞþb ð3Þ

where fαigNi ¼ 1 and b are the coefficients of the classifier, corre-
sponding to the Lagrange multipliers and the bias. βcðxÞm are
the number of group-sensitive kernel weights, total G�M,
mAf1;2; :::;M g; cðxÞAf1;2; :::;Gg.

2.2. E2LSH clustering

E2LSH is a scheme of LSH realized in Euclidean space and
is first proposed by MIT Professor Indyk [16]. E2LSH is widely used
in large scale video/image similarity search and rapid retrieval
applications. The key idea of LSH is to hash the points using
several hash functions so as to ensure that for each function, the
probability of collision is much higher for objects which are close
to each other than for those which are far apart.

For a point domain S, the LSH family is defined as

Definition 1:. A family ℋ¼ fh : S-Ug is called locality-sensitive,
if for any point q, the function pðtÞ ¼ Prℋ½hðqÞ ¼ hðvÞ : jjq�vjj ¼ t�
is strictly decreasing with t. That is the collision probability of
points q and v is decreasing with the distance between them.

According to the choice of hash function h, LSH has many
different formats, among which E2LSH is a representative scheme.
The LSH function family that E2LSH employed is based on p-stable
distributions, pA ð0;2�, which is defined as

Definition 2:. A distribution D over ℜ is called p-stable, if there
exists pZ0 such that for any n real numbers v1;…; vn and variables
X1;…;Xn with distribution D, the random variable ∑

i
viXi has the

same distribution as the variable ð∑
i
jvijpÞ1=pX, where X is a random

variable with distribution D.

In this paper, all the LSH functions [17] we employed are
2-stable and defined as

hðvÞ ¼ αUvþβ

ϖ

� �
ð4Þ

where ⌊U⌋ is the floor operation, α is a d-dimensional vector with
components that are selected at random from a p-stable distribu-
tion. β is a random variable uniformly distributed in ½0;ϖ�, and ϖ
is a constant. The hash function hðvÞ maps a d-dimensional vector
v into the integer set.

E2LSH usually combines k Locality Sensitive Hashing functions,
a function set is defined as

G¼ fg : S-Ukg ð5Þ
where gðvÞ ¼ ðh1ðvÞ;…;hkðvÞÞ, for each vAℝd, k dimensional vector
a¼ ða1; a2;…akÞ is obtained after the mapping of gðvÞAG. Then a
primary hash function hash1 and secondary hash function hash2

are utilized to hash the vector a¼ ða1; a2;…akÞ, constructing the
hash tables and saving the data points. hash1 and hash2 are
defined [20] as follows:

hash1ðaÞ ¼ ðð∑k
i ¼ 1ri

0aiÞmodmÞmod s ð6Þ

hash2ðaÞ ¼ ð∑k
i ¼ 1ri

00aiÞmod m ð7Þ
where ri0 and r}i are random integers, s is the size of hash tables,
and m is a prime number. E2LSH puts data points having the same
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