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HIGHLIGHTS

e Texture mapping of Geometric Scene Representations.

e Incremental mapping of texture from continuous throughput of sensor data.

e Texture enhancement from multiple images.
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Autonomous vehicles have a large number of on-board sensors, not only for providing coverage all around
the vehicle, but also to ensure multi-modality in the observation of the scene. Because of this, it is not
trivial to come up with a single, unique representation that feeds from the data given by all these sensors.
We propose an algorithm which is capable of mapping texture collected from vision based sensors onto
a geometric description of the scenario constructed from data provided by 3D sensors. The algorithm
uses a constrained Delaunay triangulation to produce a mesh which is updated using a specially devised

sequence of operations. These enforce a partial configuration of the mesh that avoids bad quality textures
and ensures that there are no gaps in the texture. Results show that this algorithm is capable of producing

fine quality textures.
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1. Introduction

Autonomous vehicles often have a very large number of sensors
mounted on-board. This is due to the need to observe the
environment all around the vehicle, but also because vehicles
must observe the scene with sensors of different nature. Mainly,
sensors are divided into two groups: range sensors and vision
based sensors. Sensors of the first group provide 3D measurements
of the scene. On the other hand, vision based sensors collect
photometric information of the scene. Due to the large number
of sensors on-board these vehicles, it is not trivial to combine
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data from these sensors into a unique representation of the scene.
Given that these sensors provide a continuous stream of data over
time, and that they are displaced by the movement of the vehicle,
then it follows that the representation of the scene must also
be dynamic, in the sense that it must evolve to represent novel
information collected at later stages of the mission. Note that, given
a continuous throughput of images, the most recent image is not
necessarily the best image to be used for texture mapping. For
example, if the vehicle is moving away from an object, a camera
on the rear side of the vehicle will produce images with decreasing
quality. Rather, what is required is an algorithm that produces a
scene representation at the early stages of a mission (because this
might be immediately required for other tasks such as navigation,
planning, etc.), but the later on is also capable of evaluating newly
acquired images to assess whether or not these images are better
than the previously used for mapping the texture. We refer to this
as incremental texture mapping.
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Fig. 1. An example from the MIT data-set: three projections are collected over a period of time and mapped to a wall panel (GPP k = 4, in blue): (a) positions of the vehicle
at the time each projection is collected; (b) image from front camera, at location C; (c), front camera, intermediate location; (d) front camera, location D; (e) left camera,
location D. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

In [1], an algorithm for creating and incrementally updating a
geometrical representation of the scenario is presented. This work
was later extended in [2]. The approach is based on Geometric
Polygonal Primitives (GPP), and is shown to be capable of providing
an accurate geometric description of the scenario. It uses data
from range sensors only, and the geometric description changes
to accommodate novel sensor data. In this paper we use the
results given by the approach described in [2]. This means that we
consider that there is, at all times, a geometric description of the
scenario which is constantly evolving.

In this paper, we focus on how the vision based sensors can be
used to enrich the description of the scenario. In other words, we
propose to use the images from the cameras on-board the vehicle
to produce texture, which may be added to the 3D description of
the environment. Note that, as in the case of the range sensors,
the vision based sensors also produce a continuous stream of
information which must be integrated in order to create a unique
photometric description of the scenario. In this paper, we propose
an approach which is capable of incrementally updating texture
mapped onto GPPs. The following lines show an example in which
the need for incremental texture mapping becomes clear.

For testing and evaluation purposes, we use a data-set from
the Massachusetts Institute of Technology (MIT) Team, taken from
their participation in the DARPA Urban Challenge [3]. A small
40 s sequence was cropped from the MIT data-set. This sequence
is referred to as the MIT sequence, and five key locations (A
through E where marked in the sequence (see [2] for details).
The approach described in [2] produces a description of the
geometric structure of the environment observed by the vehicle’s

sensors. This description is given in the form of Geometric Polygonal
Primitives (GPP), i.e., a list of polygons. Note that, as pointed out
in [2] the geometric description of the scene is dynamic, since it
may change whenever novel sensor information is collected.

An example is presented in Fig. 1 where the vehicle travels from
location C to location D of the MIT sequence. Images are collected at
three locations: location C at mission time tg, location D at mission
time t, and an intermediate location between those two at mission
time t; (Fig. 1(a) shows the vehicle at each location). Consider a
camera of index [, that produces an image which may virtually be
projected to any GPP (i.e., to one of the polygons that constitute
the geometric description of the scene), at any given mission time t.
The term projection is defined as an image captured from a camera
that can be used to map some texture to one of the polygons
contained in the geometric description of the scene, and is denoted
as CLt The data-set contains five color cameras (see [2,4] for
details). Without loss of generality, in this example only images
from two cameras are used: front center (I = 0) and front left
(I = 3), and only a single GPP (index k = 4) is employed, which
corresponds to the wall panel in front of the vehicle (in blue, left
side of Fig. 1(a)). Note that, under the constraints defined above,
i.e, k = {4},1 = {0,3} and t = {to, t1, t5}, there are a total of six
possible projections. However, two of these projections are empty,
namely Ctk=41=3.t=to} gpnd ctk=41=3.t=0} Thjs is because the left
camera (I = 3) does not see the wall panel (k = 4) in the first two
locations (t = t; and t = t;). This can be observed in Fig. 1(a),
which shows that the vehicle turns right at location D, and only
then the left side camera is pointed in the direction of the wall
panel. The images from the remaining four projections are shown
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