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h i g h l i g h t s

• We propose a new method for loop closure detection for topological mapping.
• It uses relative spatial co-occurrence information to improve the performance.
• We augment BoWmethod with a dictionary of spatially co-occurring word pairs.
• A memory map data structure is used for storing and indexing word pairs.
• We incorporate best of the existing methods to provide state-of-the-art performance.
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a b s t r a c t

In this paper, we look into the problem of loop closure detection in topological mapping. The bag of words
(BoW) is a popular approach which is fast and easy to implement, but suffers from perceptual aliasing,
primarily due to vector quantization. We propose to overcome this limitation by incorporating the
spatial co-occurrence information directly into the dictionary itself. This is done by creating an additional
dictionary comprising of word pairs, which are formed by using a spatial neighborhood defined based on
the scale size of each point feature. Since the word pairs are defined relative to the spatial location of each
point feature, they exhibit a directional attribute which is a new findingmade in this paper. The proposed
approach, called bag of word pairs (BoWP), uses relative spatial co-occurrence of words to overcome the
limitations of the conventional BoWmethods. Unlike previousmethods that use spatial arrangement only
as a verification step, the proposed method incorporates spatial information directly into the detection
level and thus, influences all stages of decisionmaking. The proposed BoWPmethod is implemented in an
on-line fashion by incorporating some of the popular concepts such as, K-D tree for storing and searching
features, Bayesian probabilistic framework for making decisions on loop closures, incremental creation of
dictionary and using RANSAC for confirming loop closure for the top candidate. Unlike previous methods,
an incremental version of K-D tree implementation is used which prevents rebuilding of tree for every
incoming image, thereby reducing the per image computation time considerably. Through experiments
on standard datasets it is shown that the proposed methods provide better recall performance than most
of the existing methods. This improvement is achieved without making use any geometric information
obtained from range sensors or robot odometry. The computational requirements for the algorithm is
comparable to that of BoW methods and is shown to be less than the latest state-of-the-art method in
this category.

© 2015 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Simultaneous localization and mapping (SLAM) is an impor-
tant problem in mobile robotics which needs to be solved in
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order to achieve autonomous navigation. There exist two types
of approaches to solve this problem—metric and topological. Met-
ric SLAM aims to build a geometric map of the environment and
hence requires accurate robot pose estimation. On the other hand,
topological SLAM aims at building a graphical model of the envi-
ronment comprising of key locations and their connectivitywithout
explicitly making use of geometric or odometric information. Most
of the topological SLAM researchmakes use of visual sensorswhich
have become a common and inexpensive accessory in robotic
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applications. There is a third type of method called topo-metric
methods [1–3] that combine metric and topological informations
to obtain better performance.

One of the key aspects of a SLAM system is the loop closure
detection [4,5] which requires a robot to recognize previously
visited places accurately and correctlywhen they are revisited. The
challenge lies in solving the perceptual aliasing problem because of
which twophysically distinct locationsmay appear similar to robot
sensors.

This paper focuses on topological mapping that uses appear-
ance (image)-based methods for loop closure detection. These
methods use image similarity to identify previously visited places
and hence, the success of such SLAM systems rely on having a
robust place recognition algorithm. The Bag-of-Words (BoW) ap-
proach [6,4,7,8] is one of the most popular methods in this cat-
egory. In this method, an image is represented as a histogram of
words present in a dictionary. Usually an off-line dictionary is cre-
ated by clustering similar features extracted from a large set of
images. Histogram comparison is used to find the similarity be-
tween a query image acquired recently with the existing images
in the map. Although BoW gives good results with very less com-
putation time, it suffers from perceptual aliasing due to vector
quantization. The problem due to quantization could be solved by
using direct featurematching approaches [9–11]where the raw fea-
tures are used directly for computing image similarity instead of
their quantized representation obtained through clustering. Even
though these methods are shown to provide better recall perfor-
mance, they have a higher computational requirement which in-
creases with growing map size and thus, makes it prohibitive for
larger maps.

In this paper, we aim to improve the recall performance of
BoW methods without sacrificing its simplicity and speed of
execution. This is done by incorporating spatial co-occurrence
information directly into the dictionary itself. In other words, we
create a dictionary of word pairs in addition to the dictionary
of individual words. A word pair is formed by observing that
the spatial neighborhood of a word location may include other
nearbywords which, together with the former, may provide better
discrimination in identifying loop closures. Since the point features
(like SURF [12]) are used as words in the dictionary, the extent of
spatial neighborhood for each word is defined by the scale size of
the point feature. This scale size depends on the scale at which it is
detected in the feature extraction algorithm and thus, is not a user-
defined parameter. Since the word pairs are defined relative to the
spatial neighborhood of each feature, these word pairs exhibit a
directional attribute which has not been exploited so far in the
literature. It is possible to extend this approach to word triplets
and quadruplets with increasing cost of computation and memory
storage requirement. Our consideration in this paper is limited to
word pairs so as to keep the computational requirement closer to
that of BoWmethod.

The usefulness of co-occurring words in addressing the
perceptual aliasing problem is well known. For instance, Cummins
and Newman [6] use a Chow–Liu tree to capture the co-occurrence
information into the observation likelihood. While doing so, they
do not take into account their spatial proximity to each other
in the image. A pair of images will be called similar as long
as they contain the same set of words in them irrespective of
their spatial arrangement. Secondly, creation of Chow–Liu tree is
a computationally expensive process which is usually built off-
line to meet the real-time requirements. In another work, Stumm
et al. [13] used co-visibility maps to incorporate the co-occurrence
information into the decision making process. In this method, a
graph of various landmarks is maintained by linking landmarks
that are visible together and then a search is performed to find
a cluster of landmarks as a clique found in the query image.

This approach not only requires searching for cliques in a graph,
but also requires tracking of individual landmarks over multiple
frames which makes it computationally intensive compared to
BoW approaches that use histogram matching for computing
image similarity. In other cases, the spatial arrangement of features
is used for providing better discrimination while detecting loop
closures as in [4,10,7,14]. This is usually done by using RANSAC or
multi-view geometry (MVG) constraints to discard outliers. These
methods are known to be computationally expensive and hence,
used as a second stage of verification. Some other authors have
attempted to incorporate spatial information into bag of words
methods as in [14,15]. In [15], spatial neighborhood is created
by dividing the image into regular grids. On the other hand, the
authors in [14] use fixed radial distance to decide the spatial
neighborhood. Both of thesemethods suffer from two limitations—
first, the spatial neighborhood requires user-defined parameters
and second, they are not invariant to scale variations.

The proposed method differs from the above methods in two
ways. First, we use relative spatial co-occurrence information
that combines spatial proximity with co-occurrence information
to provide better loop closure detection. This spatial occurrence
has an associated directional attribute which is unique to our
approach. Secondly, spatial information is used at every level
of decision making unlike previous methods [4,10,7,14] that use
it only as a second stage of verification. Finally, the extent of
spatial neighborhood is decided automatically byusing scale size of
point features therebymaking the algorithm scale invariant unlike
methods [14,15] which use an user-defined spatial neighborhood
to group features. Through experiments on standard datasets, we
show that the proposedmethod provides significant improvement
in recall performance compared to most of the existing state-of-
the-art methods such as, FAB-MAP [6,16], incremental BoW [4],
direct feature matching based methods [11,10] and the methods
that use binary features [7,17] etc. The merit of the approach
is further corroborated by making the observation that the
improvement in the recall performance is more significant when
the dictionary size is small (or quantization error is more). This
improvement, however, is accompanied by a slight increase in the
computational andmemory requirement as one needs to create an
additional dictionary of word pairs. We also present a completely
online version of the algorithm that incorporates the best of the
existing methods. This includes creating dictionary incrementally
in an online fashion, using K-D tree to search formatching features,
carrying out tree update at regular intervals, using Bayesian
filtering to reduce transient errors inmaking loop closure decisions
and using RANSAC as a second stage of verification.

The main contributions made in this paper are as follows:
(1) We demonstrate that the recall performance of BoW ap-
proaches could be improved significantly by incorporating spa-
tial co-occurrence information directly into the dictionary. This is
done by creating an additional dictionary comprising ofword pairs,
which are formed by using a directional spatial neighborhood de-
fined based on scale parameter of each point feature. This concept
of relative spatial co-occurrence is a new finding which has not
been exploited earlier in the literature. (2) An online version of the
algorithm implementation is presented which incorporates vari-
ous popular concepts like K-D tree based nearest-neighbor search
for identifying potential loop closure candidates [10], tf–idf as a
similarity measure [4], incrementally building dictionary [4], be-
lief propagation based on Bayesian network to suppress transient
errors in decision making [6] and RANSAC-based geometric verifi-
cation stage for confirming loop closures [10,4]. This implementa-
tion which combines all of these concepts together is itself a new
contribution in this field. (3) An incremental version of K-D tree
implementation, available with the latest FLANN library, is used
for the first time in the context of topological mapping in this pa-
per. The features can be added to the tree incrementally with each
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