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Continuum directions for supervised dimension
reduction

Sungkyu Jung
Department of Statistics, University of Pittsburgh, Pittsburgh, PA 15260, U.S.A.

Abstract

Dimension reduction of multivariate data supervised by auxiliary informa-
tion is considered. A series of basis for dimension reduction is obtained as
minimizers of a novel criterion. The proposed method is akin to continuum
regression, and the resulting basis is called continuum directions. With a
presence of binary supervision data, these directions continuously bridge the
principal component, mean difference and linear discriminant directions, thus
ranging from unsupervised to fully supervised dimension reduction. High-
dimensional asymptotic studies of continuum directions for binary supervi-
sion reveal several interesting facts. The conditions under which the sample
continuum directions are inconsistent, but their classification performance
is good, are specified. While the proposed method can be directly used for
binary and multi-category classification, its generalizations to incorporate
any form of auxiliary data are also presented. The proposed method en-
joys fast computation, and the performance is better or on par with more
computer-intensive alternatives.
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1. Introduction

In modern complex data, it becomes increasingly common that multiple
data sets are available. We consider the data situation where a supervised
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