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Abstract

The nonparametric smoothing technique with mixed discrete and continuous regressors is considered. It is generally admitted
that it is better to smooth the discrete variables, which is similar to the smoothing technique for continuous regressors but using
discrete kernels. However, such an approach might lead to a potential problem which is linked to the bandwidth selection for
the continuous regressors due to the presence of the discrete regressors. Through the numerical study, it is found that in many
cases, the performance of the resulting nonparametric regression estimates may deteriorate if the discrete variables are smoothed
in the way previously addressed, and that a fully separate estimation without any smoothing of the discrete variables may provide
significantly better results both for bias and variance. As a solution, it is suggested a simple generalization of the nonparametric
smoothing technique with both discrete and continuous data to address this problem and to provide estimates with more robust
performance. The asymptotic theory for the new nonparametric smoothing method is developed and the finite sample behavior of
the proposed generalized approach is studied through extensive Monte-Carlo experiments as well an empirical illustration.
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1. Introduction

Rapid advance of computing power and wide availability of large data sets encourage many researchers to sub-
stantially increase their attention to various nonparametric methods for estimating nonlinear regression relationship.
One of the most popular nonparametric methods appears to be the local polynomial least squares method, considered
by Stone (1977), Cleveland (1979), Cleveland and Delvin (1988), Fan (1992, 1993), Fan and Gijbels (1992), Ruppert
and Wand (1994) and popularized by Fan and Gijbels (1996). This method has received even greater appeal when
it is substantially empowered by the seminal work of Racine and Li (2004), which suggests a neat way to deal with
discrete regressors in the context of nonparametric regression. Racine and Li’s work has inspired many interesting ap-
plications in a wide range of areas, for example, by Stengos and Zacharias (2006), Maasoumi et al. (2007), Parmeter
et al. (2007), Eren and Henderson (2008), Walls (2009), Hartarska et al. (2010), Henderson (2010), to mention just a
few. In these works where Racine and Li (2004)’s approach is used, researchers are able to obtain new insights with
much more confidence, as their approach is free from imposing any parametric form on the regression relationship,
while using both continuous and discrete regressors without splitting the sample into sub-samples for each value of
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