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fication procedure evaluates each subject sequentially at each longitudinal time point. If
there is not adequate confidence in making a classification at a given time point, the de-
cision will wait until the next time point where another measurement is collected. This
process continues until there is enough confidence of making a classification or until the

K ds: - . . .

Cfg)::fﬁrcjtion last time point where data can be collected is reached. It is demonstrated that the proposed
Mixed effects models sequential classifier maintains competitive error rates while reducing the overall cost when
Longitudinal data the cost of time is taken into account. The classifier is applied to a real example of identify-

ing patients that are vulnerable to kidney dysfunction on the basis of up to 7 blood draws
sequentially taken from each patient.
© 2015 Published by Elsevier B.V.

1. Introduction

Statistical classification is the problem of assigning an observation to one of a set of populations, based on a training set of
observations whose population membership is known. One applicable area of statistical classification is disease diagnosis.
Many diseases can be detected based on the difference in levels of certain clinical characteristics (e.g. biomarkers) between
the disease group and the non-disease group. Commonly, these characteristics would be repeatedly measured throughout
hospitalization, so that disease diagnosis can be made according to patients’ profiles. Consider, for example, the data illus-
trated in Fig. 1, which consists of biomarker profiles in a kidney dysfunction study. The data includes 319 patients, 40 of
which developed kidney dysfunction within 72 h following heart surgery and 279 who did not. Within a 72 h window, as
many as 7 blood draws were taken from each patient at time pointst = 0, 3, 6, 12, 24, 48, and 72 h, and the biomarker level
at each time point was recorded. Here, time 0 corresponds to the point at which the patient had the surgery. The group la-
bels, “dysfunction” and “no dysfunction”, were determined based on the condition that ultimately developed within 72 h for
each patient. For this application, the goal is to use these data as a training data set to build a classifier that determines if the
evolving trajectory of a new heart surgery patient is tracking with patients that ultimately developed kidney dysfunction.

Classifying longitudinal data presents more challenges than classifying regular multivariate data. First, there are usually
many missing values in the longitudinal data. Second, the time points at which the repeated measures are observed may
vary between subjects. To overcome these difficulties several procedures have been proposed for classifying longitudinal
data (see Verbeke and Lesaffre, 1996, Marshall and Barén, 2000, James and Hastie, 2001, Luts et al., 2012 for example).
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Fig. 1. Biomarker measurements for kidney data.

These procedures were developed to classify the longitudinal data based on the complete profile of the data. In the kidney
dysfunction study, those procedures would classify the subject at the end of 72 h. However, it is extremely desirable to
classify the subject as early as possible, since kidney dysfunction is a life-threatening condition and an early indicator of
its impending likelihood would result in a lower mortality rate. If existing longitudinal data classifiers were simply applied
at earlier time points, the performance of the classifiers may be compromised, since some subjects may not have enough
information to be correctly classified at earlier time points. On the other hand, some subjects may indeed show signs of
belonging to one of the class groups based on data from early time points, and therefore could be accurately classified
sooner.

This observation motivates consideration of a sequential classifier, which will sequentially evaluate the subject and
decide whether to make a classification at each time point. Such a classifier can be developed by using a sequential neutral
zone classifier framework. Different from the traditional classifiers which always assign the subject to one of the class groups,
a neutral zone classifier allows to assign a neutral classification (not belonging to any of the class groups) when there is not
enough confidence to classify to any of the class groups. At each time point (starting from the first time point), the confidence
in classifying the subject to each of the class groups is evaluated. If there is insufficient confidence in making a classification,
a neutral classification is made and another measurement at the next time point is collected. This process continues until
there is enough confidence of making a classification or the last time point where data can be collected is reached. Using this
sequential procedure allows early decisions on subjects which are easier to classify, and also delays decisions on subjects
that are difficult to classify. As a result, the proposed sequential classifier reduces the overall cost when the cost of time is
taken into account.

The rest of the paper is organized as follows. Section 2 reviews the neutral zone classifier framework. To implement
the neutral zone classifier and make it a sequential procedure for classifying longitudinal data, calculating the posterior
probability of the subject belonging to one of the class groups at any given time point is a key step. Section 3 describes
calculating such probabilities based on a combined logistic regression model and mixed effects model. The overall sequential
classification procedure is detailed in Section 4. A simulation study for evaluating the performance of the sequential classifier
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