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a b s t r a c t

A state space mixed models for binary time series where the inverse link function is mod-
eled to be a cumulative distribution function of the scalemixture of normal (SMN) distribu-
tions. Specific inverse links examined include the normal, Student-t , slash and the variance
gamma links. The threshold latent approach to represent the binary system as a linear state
space model is considered. Using a Bayesian paradigm, an efficient Markov chain Monte
Carlo (MCMC) algorithm is introduced for parameter estimation. The proposed methods
are illustrated with real data sets. Empirical results showed that the slash inverse link fits
better over the usual inverse probit link.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Inmany areas of application of statisticalmodeling one encounters observations that take one of two possible forms. Such
binary data are often measured with covariates or explanatory variables that either continuous or discrete or categorical.
Time series of binary responses may adequately be described by Generalized linear models (McCullagh and Nelder, 1989).
However, if serial correlation is present or if the observations are overdispersed, these models may not be adequate, and
several approaches can be taken. Generalized linear state space models also address those problems and are treated in a
paper by West et al. (1985) in a conjugate Bayesian setting. They have been subject to further research by Fahrmeir (1992),
Song (2000), Carlin and Polson (1992) and Czado and Song (2008) among others.

Consider a binary time series {Yt , t = 1, . . . , T }, taking the values 0 or 1 with probability of success given by πt and
which is related with a time-varying covariates vector xt = (xt1, . . . , xtk)′ and a q-dimensional latent state variable θt . We
consider a Generalized linear state space model framework for binary responses in the following way

Yt ∼ Ber(πt) t = 1, . . . , T , (1)

πt = F(x′

tβ + S′

tθt), (2)

θt = Gtθt + ηt ηt ∼ Nq(0,Wt). (3)

In the above setup the observed process {Yt} is described by Eqs. (1)–(2), where πt = P(Yt = 1 | θt , xt , St) is the
conditional probability of success, St is a q-dimensional vector, β is a k-dimensional vector of regression coefficients and
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xt = (xt1, . . . , xtk)′ is a k × 1 vector of covariates. The system process is defined as a first order Markov process in Eq. (3),
whereGt is the q×q transitionmatrix,Wt is the covariancematrix of error term ηt ,Ber(·) andNq(., .) indicate the Bernoulli
and the q-dimensional normal distributions respectively. In the terminology of generalized linear models (McCullagh and
Nelder, 1989), F is the inverse link function. For ease of exposition, we refer to F as the link function in this article.

A critical issue in modeling binary response data is the choice of the links. In the context of binary regression problems,
the probit link is widely used in the literature. Albert and Chib (1993) using the data augmentation principle introduced the
threshold latent approach to deal with the symmetric probit and Student-t links in an elegant way. Recently, Naranjo et al.
(forthcoming) used the exponential power link. Other symmetric links using normal scale mixture links in a nonparametric
setup are described in Basu andMukhopadhyay (2000a,b). The binary state spacemodel with probit link using the threshold
approach (Albert and Chib, 1993) have been used by Carlin and Polson (1992) and Song (2000) without including covariates.
Czado and Song (2008) introduced covariates for binary state space models with probit link and called the resulting class as
binary state space mixedmodels (BSSMM). They justified that including regression variables is appealing as it would enable
us to quantify the relationship between the probability of success and covariates.

In this paper, we extend the BSSMM with probit link (Czado and Song, 2008) by assuming the flexible class of scale
mixtures of normal (SMN) links (Lange and Sinsheimer 1993; Chow and Chan 2008) and the univariate latent states fol-
low a first order autoregressive process. Interestingly, this rich class contains as proper elements the normal (BSSMM-N),
Student-t (BSSMM-T), slash (BSSMM-S) and variance gamma (BSSMM-VG) links. All these distributions have heavier tails
than the normal one, and thus can be used for robust inference in these types of models. We refer to this generalization as
BSSMM-SMN. Inference in the class of BSSMM-SMN is performed under a Bayesian paradigm via MCMC methods, which
permits to obtain the posterior distribution of parameters by simulation starting from reasonable prior assumptions on the
parameters. Using the threshold latent approach (Albert and Chib, 1993), we simulate the latent states in an efficient way
by using the simulation smoother of de Jong and Shephard (1995).

The remainder of this paper is organized as follows. Section 2 gives a brief review about the SMN distributions and links.
Section 3 outlines the general class of the BSSMM-SMN models as well as the Bayesian estimation procedure using MCMC
methods. Particle Filteringmethods are developed to calculate the predictive likelihood function. Section 5 is devoted to the
application and model comparison among particular members of the BSSM-SMN models using two real data sets. Finally,
some concluding remarks and suggestions for future developments are given in Section 6.

2. Scale mixture of normal distributions

A random variable Y belongs to the SMN family if it can be expressed as

Y = µ+ κ(λ)1/2X, (4)

where µ is a location parameter, X ∼ N (0, σ 2), λ is a positive mixing random variable with cdf H(· | ν) and pdf h(·|ν),
ν is a scalar or parameter vector indexing the distribution of λ and κ(·) is a positive weight function. As in Lange and
Sinsheimer (1993) and Chow and Chan (2008), we restrict our attention to the case in that κ(λ) = 1/λ. Given λ, we have
Y |λ ∼ N (µ, λ−1σ 2) and the pdf of Y is given by

fSMN(y|µ, σ 2, ν) =


∞

−∞

φ(y|µ, λ−1σ 2)dH(λ|ν), (5)

where φ(· | µ, σ 2) denotes the density of the univariate N (µ, σ 2) distribution. From Eq. (5), we have that the cdf of the
SMN distributions is given by

FSMN(y|µ, σ 2, ν) =

 y

−∞


∞

−∞

φ(u|µ, λ−1σ 2)dH(λ|ν)du

=


∞

−∞

Φ


λ1/2[y − µ]

σ


dH(λ|ν), (6)

where Φ(·) is the cdf of the standard normal distribution. The notation Y ∼ SMN(µ, σ 2, ν,H) will be used when Y has
pdf (5) and cdf (6), as beforeH(· | ν) is the cdf of themixing variable λ. As wasmentioned above, the SMN family constitutes
a class of thick-tailed distributions including the normal, the Student-t , the Slash and variance gamma distributions, which
are obtained respectively by choosing the mixing variables as: λ = 1, λ ∼ G( ν2 ,

ν
2 ), λ ∼ Be(ν, 1) and λ ∼ IG( ν2 ,

ν
2 ), where

G(., .),Be(., .) and IG(., .) denote the gamma, beta and inverse gamma distributions respectively.

3. Binary responses state space mixed models with normal scale mixture links

In this section we introduce the BSSM with SMN links using a latent variable representation in order to develop an
efficient MCMC algorithm for parameter estimation.



Download English Version:

https://daneshyari.com/en/article/6870368

Download Persian Version:

https://daneshyari.com/article/6870368

Daneshyari.com

https://daneshyari.com/en/article/6870368
https://daneshyari.com/article/6870368
https://daneshyari.com

