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Abstract

We consider the problem of variable selection for the generalized linear models (GLMs)
with longitudinal data. An automatic variable selection procedure is developed using
smooth-threshold generalized estimating equations (SGEE). The proposed procedure auto-
matically eliminates inactive predictors by setting the corresponding parameters to be zero,
and simultaneously estimates the nonzero regression coefficients by solving the SGEE. The
proposed method shares some of the desired features of existing variable selection meth-
ods: the resulting estimator enjoys the oracle property; the proposed procedure avoids the
convex optimization problem and is flexible and easy to implement. Moreover, we propose
a penalized weighted deviance criterion for a data-driven choice of the tuning parameters.
Simulation studies are carried out to assess the performance of SGEE, and a real dataset
is analyzed for further illustration.
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1. Introduction

Generalized linear models (GLMs, McCullagh and Nelder, 1989) extend the framework
of linear models, by allowing for non-Gaussian data and nonlinear link functions. They
have become a favored tool for modelling clustered and longitudinal data, in particular, for
repeated or correlated non-Gaussian data, such as binomial or Poisson type response that
is commonly encountered in longitudinal studies. The generalized estimating equations
(GEE) method was introduced in a seminal paper of Liang and Zeger (1986) as a useful
extension of GLMs to correlated data, and has also become a very popular estimation
method.

In the present paper, we consider the marginal longitudinal GLMs. Suppose that Yi =
(yi1, . . . , yimi)

T is the multivariate response for the ith subject, and Xi = (xi1, . . . ,ximi)
T

is the mi × p matrix of the covariates for the ith subject (i = 1, . . . , n). Observations
from different subjects are independent; but those from the same subjects are correlated.
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