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a b s t r a c t

We study in this paper the problem of computing a tree-decomposition of a graph with
width at most k and minimum number of bags. More precisely, we focus on the following
problem: given a fixed k ≥ 1, what is the complexity of computing a tree-decomposition
of width at most k with minimum number of bags in the class of graphs with treewidth at
most k? We prove that the problem is NP-complete for any fixed k ≥ 4 and polynomial
for k ≤ 2; for k = 3, we show that it is polynomial in the class of trees and 2-connected
outerplanar graphs.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

A tree-decomposition of a graph [15]G is away to representG by a family of subsets of its vertex-set organized in a tree-like
manner and satisfying some connectivity property. The treewidth of Gmeasures the proximity of G to a tree. More formally,
a tree-decomposition of G = (V , E) is a pair (T ,X ) where X = {Xt |t ∈ V (T )} is a family of subsets of V , called bags, and T is
a tree, such that:

•
⋃

t∈V (T )Xt = V ;
• for any edge uv ∈ E, there is a bag Xt (for some node t ∈ V (T )) containing both u and v;
• for any vertex v ∈ V , the set {t ∈ V (T )|v ∈ Xt} induces a subtree of T .

Thewidth of a tree-decomposition (T ,X ) ismaxt∈V (T )|Xt |− 1 and its size is the order |V (T )| of T . The treewidth of G, denoted
by tw(G), is the minimumwidth over all possible tree-decompositions of G. If T is constrained to be a path, (T ,X ) is called a
path-decomposition ofG. The pathwidth ofG, denoted by pw(G), is theminimumwidth over all possible path-decompositions
of G.

Tree-decompositions are the corner-stone of many dynamic programming algorithms for solving graph problems. For
example, the famous Courcelle’s Theorem states that any problem expressible in MSOL can be solved in linear-time in the
class of bounded treewidth graphs [7]. Another framework based on graph decompositions is the bi-dimensionality theory
that allowed the design of sub-exponential-time algorithms for many problems in the class of graphs excluding some fixed
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graph as aminor (e.g., [8]). Given a tree-decompositionwithwidthw and sizen, the time-complexity ofmost of such dynamic
programming algorithms can often be expressed as O(2wn) or O(2w logwn). These algorithms havemainly theoretical interest
because their time-complexity depends exponentially on the treewidth and, on the other hand, no practical algorithms are
known to compute a good tree-decomposition for graphs with treewidth at least 5.

Since the computation of tree-decompositions is a challenging problem, we propose in this article to study it from a new
point of view. Namely, we aim at minimizing the number of bags of the tree-decomposition when the width is bounded.
This new perspective is interesting on its own and we hope it will allow to gain more insight into the difficulty of designing
practical algorithms for computing tree-decompositions.

We consider the problem of computing tree-decompositions with minimum size. If the width is not constrained, then a
trivial solution is a tree-decomposition of the graph with one bag (the full vertex-set). Hence, given a graph G and an integer
k ≥ tw(G), we consider the problem of minimizing the size of a tree-decomposition of Gwith width at most k.
Related work. The problem of computing ‘‘good’’ tree-decompositions has been extensively studied. Computing optimal
tree-decomposition – i.e., with width tw(G) – is NP-complete in the class of general graphs G [1]. For any fixed k ≥ 1,
Bodlaender designed an algorithm that computes, in time O(kk

3
n), a tree-decomposition of width k of any n-vertex graph

with treewidth at most k [3]. Recently, a single-exponential (in k) algorithm has been proposed that computes a tree-
decompositionwithwidth atmost 5k in the class of graphswith treewidth atmost k [4]. As far aswe know, the only practical
algorithms for computing optimal tree-decompositions hold for graphs with treewidth at most 1 (trivial since tw(G) = 1 if
and only if G is a tree), 2 (graphs excluding K4 as a minor) [18], 3 [2,12,14] and 4 [16].

In [9], Dereniowski et al. consider the problem of minimum size path-decompositions. Given any positive integer k and
any graph Gwith pathwidth at most k, let lk(G) denote the smallest size (length) of a path-decomposition of Gwith width at
most k. For any fixed k ≥ 4, computing lk is NP-complete in the class of general graphs and it is NP-complete, for any fixed
k ≥ 5, in the class of connected graphs [9]. Moreover, computing lk can be solved in polynomial-time in the class of graphs
with pathwidth at most k for any k ≤ 3. Finally, the ‘‘dual’’ problem is also hard: for any fixed l ≥ 2, it is NP-complete in
general graphs to compute theminimumwidth of a path-decompositionwith length l [9].1 Wehave generalized the problem
of minimum size path-decomposition presented in [9], and introduced the problem of minimum size tree-decomposition
in a shorter version of this paper [13]. To the best of our knowledge, no other paper has dealt with the computation of tree-
decompositions with minimum size before [13]. However, very recently, following the work in [13] and [9], Bodlaender et
al. [6] have proposed exact subexponential time algorithms to solve the problems of minimum size tree-decomposition and
minimum size path-decomposition for a fixedwidth k in 2O(n/log(n)) time and showed that the two problems cannot be solved
in 2o(n/log(n)) time, assuming the Exponential Time Hypothesis.
Contribution. Let k be any positive integer and G be any graph. If tw(G) > k, let us set sk(G) = ∞. Otherwise, let sk(G)
denote the minimum size of a tree-decomposition of G with width at most k. See a simple example in Fig. 1. We first prove
in Section 2 that, for any (fixed) k ≥ 4, the problem of computing sk is NP-hard in the class of graphs with treewidth at
most k. Moreover, the computation of sk for k ≥ 5 is NP-hard in the class of connected graphs with treewidth at most k.
Furthermore, the computation of s4 is NP-complete in the class of planar graphs with treewidth 3. In Section 3, we present
a general approach for computing sk for any k ≥ 1. In the rest of the article, we prove that computing s2 can be solved in
polynomial-time, and show that s3 can be computed in polynomial-time in the class of trees and 2-connected outerplanar
graphs.

2. NP-hardness in the class of bounded treewidth graphs

In this section, we prove that:

Theorem 1. For any fixed integer k ≥ 4 (resp., k ≥ 5), the problem of computing sk is NP-complete in the class of graphs (resp.,
of connected graphs) with treewidth at most k.

Note that the corresponding decision problem is clearly in NP. Hence, we only need to prove it is NP-hard.
Our proof mainly follows the one of [9] for minimum size path-decompositions. Hence, we recall here the two steps of

the proof in [9]. First, it is proved that, if computing lk is NP-hard for any k ≥ 1 in general graphs, then the computation
of lk+1 is NP-hard in the class of connected graphs. Second, it is shown that computing l4 is NP-hard in general graphs with
pathwidth 4. In particular, this implies that computing l5 is NP-hard in the class of connected graphs with pathwidth 5. The
second step consists of a reduction from the 3-PARTITION problem [10] to the one of computing l4. Precisely, for any instance
I of 3-PARTITION, a graph GI is built such that I is a YES instance if and only if l4(GI) equals a defined value ℓI .

Our contribution consists first in showing that the first step of [9] directly extends to the case of tree-decompositions.
That is, it directly implies that, if computing sk is NP-hard for some k ≥ 4 in general graphs, then so is the computation of
sk+1 in the class of connected graphs. Our main contribution of this section is to show that, for the graphs GI built in the
reduction proposed in [9], any tree-decomposition of GI with width at most 4 and minimum size is a path-decomposition.
Hence, in this class of graphs, l4 = s4 and, for any instance I of 3-PARTITION, I is a YES instance if and only if s4(GI) equals
a defined value ℓI . We describe the details in what follows.

1 This result proved for path-decompositions can be straightforwardly extended to tree-decompositions, i.e. for any fixed s ≥ 2, it is NP-complete in
general graphs to compute the minimum width of a tree-decomposition with size s.
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