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a b s t r a c t

To quantify the fundamental evolution of time-varying networks, and detect abnormal
behavior, one needs a notion of temporal difference that captures significant organizational
changes between two successive instants. In this work, we propose a family of distances
that can be tuned to quantify structural changes occurring on a graph at different scales:
from the local scale formed by the neighbors of each vertex, to the largest scale that
quantifies the connections between clusters, or communities. Our approach results in the
definition of a true distance, and notmerely a notion of similarity.Wepropose fast (linear in
the number of edges) randomized algorithms that can quickly compute an approximation
to the graph metric. The third contribution involves a fast algorithm to increase the
robustness of a network by optimally decreasing the Kirchhoff index. Finally, we conduct
several experiments on synthetic graphs and real networks, and we demonstrate that
we can detect configurational changes that are directly related to the hidden variables
governing the evolution of dynamic networks.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Many complex systems are well represented as graphs or networks, with the agents represented as vertices and edges
symbolizing relationships or similarities between them. In many instances, the relationships between vertices evolve as a
function of time: edges may appear and disappear, the weights along the edges may change. The study of such dynamic
graphs often involves the identification of patterns that couple changes in the network topology with the latent dynamical
processes that drive the evolution of the connectivity of the network [2,24,30,31,40].

To quantify the temporal and structural evolution of time-varying networks, and detect abnormal behavior, one needs a
notion of temporal difference that captures significant configurational changes between two successive instants. The design
of similarity measures for the pairwise comparison of graphs [43] is therefore of fundamental importance.

Because we are interested in detecting changes between two successive instants, we focus on the problem of measuring
the distance between two graphs on the same vertex set, with known vertex correspondence (see Fig. 1). We note that
determining whether two graphs are isomorphic under a permutation of the vertex labels is a combinatorially hard problem
(e.g., [35], and references therein, but see the recent results [3]). Several notion of similarities (e.g., [8,36,29], and references
therein) have been proposed. Unlike a true metric, a similarity merely provides a notion of resemblance. Most approaches
rely on the construction of a feature vector that provides a signature of the graph characteristics; the respective feature
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Fig. 1. Dynamic graph G(t) at time t (left) and t + 1 (right).

vectors of the two graphs are then compared using some norm, or distance. A similarity function is typically not injective
(two graphs can be perfectly similar without being the same), and rarely satisfies the triangular inequality.

Instead of comparing two feature vectors, several researchers (e.g., [1,9,11,4,19,41,50] and references therein) have
proposed to use a kernel function. This approach offers the same advantage as the computation of a similarity: the
isomorphism problem need not be solved. Unfortunately, the kernels do not define proper metrics, and we are left with
a weaker notion of similarity.

Several distances between two graphs with the same size have been proposed (e.g., [7,11], and references therein). As
detailed in Section 3.2, we argue that existing distances either fail to capture a notion of structural similarity, or lead to
algorithms that have a high computational complexity.

1.1. Contribution and organization of the paper

The contributions of this work are threefold. First, we propose a family of distances that can be tuned to quantify
configurational changes that occur on a graph at different scales: from the local scale formed by the local neighbors of each
vertex, to the largest scale that quantifies the connections between clusters, or communities. Our approach results in the
definition of a true distance, and not merely a notion of similarity. The second contribution encompasses fast computational
algorithms to evaluate themetrics developed in the first part.We developed fast (linear in the number of edges) randomized
algorithms that can quickly compute an approximation to the graph metric. The third contribution involves fast algorithms
to increase the robustness of a network by optimally decreasing the Kirchhoff index. Finally, we conduct several experiments
on synthetic and real dynamic networks, and we demonstrate that the resistance perturbation distance can detect the
significant changes in the hidden latent variables that control the network dynamics.

The remainder of this paper is organized as follows. In the next sectionwe introduce themainmathematical concepts and
corresponding nomenclature. In Section 3we formally define the problem and review the existing literature. In Section 4we
propose a novel framework for constructing graph distances; we focus the rest of the paper on the resistance perturbation
distance, which is defined in Section 5. In Section 6, we study simple perturbations of several prototypical graphs for which
the resistance perturbation distance can be computed analytically. Fast randomized algorithms are described in Section 7.
The optimization of the robustness of a network, based on optimally decreasing the Kirchhoff index, is described in Section 8.
In Section 9, we use the resistance perturbationmetric to detect significant changes in synthetic and real dynamic networks.
We conclude in Section 10 with a discussion on future work. Some technical details and proofs are left aside in Appendix. A
list of the main notations used in the paper is provided in Section 11.

2. Preliminaries and notation

We introduce in this section the main concepts and associated nomenclature.
We denote by ei the ith vector of the canonical basis in Rn. The space of matrices of size n× m with entries in R is denoted
byMn×m; to alleviate notations we writeMn to denoteMn×n.
We denote by G = (V , E, w) an undirected weighted graph with a vertex set V = {1, . . . , n}, an edge set E, and a symmetric
weight function w that quantifies the similarity between any two vertices i and j. In this work, we use the terms graph and
network exchangeably.

The weighted adjacency matrix, A ∈ Mn, is given by

Aij = Aji =

{
we if the edge e = [i, j] ∈ E,

0 otherwise. (1)

For simplicity,wewill always assumeG is connected anddoes not contain any self-loops.We further define the combinatorial
Laplacian matrix,

L = D− A, (2)
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