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a b s t r a c t

We study a combinatorial problem arising from the microarray synthesis. The objective of
the Border Minimization Problem (BMP) is to place a set of sequences in the array and to
find an embedding of these sequences into a common supersequence such that the sum
of the ‘‘border length’’ is minimized. A variant of the problem, called P-BMP, is that the
placement is given and the concern is simply to find the embedding.

An exponential time algorithm has been proposed for the problem but it is unknown
whether the problem is NP-hard or not. In this paper, we give a comprehensive study of
different variations of BMP by presenting NP-hardness proofs and approximation algo-
rithms.We show that BMP, P-BMP, and 1D-BMP are all NP-hard and 1D-BMP is polynomial
time solvable. The interesting implications include (i) the BMP is NP-hard regardless of the
dimension (1D or 2D) of the array; (ii) the array dimension differentiates the complexity of
the P-BMP; and (iii) for 1D array, whether placement is given differentiates the complexity
of the BMP. Another contribution of the paper is devising approximation algorithms, and in
particular,we present a randomized approximation algorithm for BMPwith approximation
ratio O(n1/4log2n), where n is the total number of sequences.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

In this paper, we study an optimization problem called (asynchronous) borderminimization problem (BMP), arising from
a biological problem of microarray synthesis. We first describe the BMP (formal definition is given in Section 2) and then
explain its relation with the biological problem. The input is a set of sequences S = {s1, s2, . . . , sn}. We want to find a
common supersequence D of S and an embedding εi for each sequence si into D, where εi is obtained by inserting spaces
into si up to length |D| with the constraint that the jth position of εi is either the character at the jth position ofD or a space.
The border length of si with respect to sj is the number of non-space positions of εi that are different from εj. We then have
to ‘‘place’’ the sequences into a

√
n×

√
n array such that the total border length is minimized (the total border length is the
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Fig. 1. (a) Asynchronous synthesis of a 2 × 2microarraywith four input sequences AC, TA, CT, CA in the four respective cells (left). The deposition sequence
D = CTAC corresponds to the sequence of four masksM1 ,M2 ,M3 , andM4 (right). The corresponding embeddings are −−AC, −TA−, CT−−, and C−A−.
The masked regions are shaded. The borders between the masked and unmasked regions are represented by bold lines. (b) Different embeddings of the
sequence s = CT into deposition sequence D = (ACGT)2 .

sum of the border length between every two sequences that are neighbors in the array). We study the complexity of BMP
and give approximation algorithms.

Motivation. DNA and peptide microarrays [8,13] are important research tools used in gene discovery, multi-virus
discovery, disease and cancer diagnosis. Apart from measuring the amount of gene expression [29], microarrays are an
efficient tool for making a qualitative statement about the presence or absence of biological target sequences in a sample,
e.g., peptidemicroarrays are used for detecting tumor biomarkers [6,25,31].Microarray design raises a number of challenging
combinatorial problems, such as probe selection [17,23,30], deposition sequence design [20,26] and probe placement and
synthesis [3–5,15,18,19].

A microarray is a plastic or glass slide consisting of thousands of sequences called probes. The synthesis process [12]
consists of two components: probe placement and probe embedding. In the probe placement the goal is to place each probe to
a unique array cell. In the probe embedding wewant to find a common supersequence of all sequences, called the deposition
sequence, and a sequence of 2D arrays, called masks. The cells of a mask can be either opaque or transparent allowing
the deposition of the character associated with the mask. For any cell, concatenating the characters for which the cell is
transparent has to be the same as the probe in that cell of the microarray. See Fig. 1(a) for an example. The embedding of a
probe placed in a cell c is a sequence in which the ith character is ‘‘−’’ if cell c is opaque in the ith mask, or the ith character
of the deposition sequence if transparent (see Fig. 1(b)).

Due to diffraction, the cells on the border between themasked and the unmasked regions are often subject to unintended
illumination [12], and can compromise experimental results. As the microarray chip is expensive to synthesize, unintended
illumination should be minimized. The magnitude of unintended illumination can be measured by the border length of the
masks used, which is the number of borders shared between masked and unmasked regions, e.g., in Fig. 1(a), the border
length of M1,M3,M4 is 2 and M2 is 4. Note that the sum of the border length of all the masks is the same as the sum of
border length as defined by the corresponding embedding (cf. the first paragraph).

In this paperwe study the asynchronous synthesiswhere amaskmaydeposit a character to different positions of different
probes. For example, in Fig. 1(a), we want to synthesize the microarray with the four sequences AC, TA, CT, CA in the
respective cells as shown in the left hand side. The right is fourmasksM1,M2,M3 andM4, whereM1 deposits the character
C and there are two transparent cells at the bottom row and two opaque cells at the top of M1, and so on. This sequence
of masks shows an asynchronous synthesis because M2 deposits the character T to the second position of the sequence
CT and the first position of TA (different positions of different probes). On the other hand, in synchronous synthesis, each
deposition character can only be deposited to the ith position of the probes for a particular i. The synchronous variant of the
problem was first studied [15]. For this problem, if the placement is fixed, the border length is unique and is proportional
to the Hamming distance of neighboring probes. Thus the only problem is the placement of the probes. The synchronous
version is NP-hard [21], O(

√
n)-approximable [22] and there are also some experimental results [4,18,19]. Notice that

the NP-hardness of the synchronous BMP [21] does not imply that asynchronous BMP – the problem that we study – is
NP-hard.

Previouswork on asynchronous BMP. The Asynchronous BorderMinimization Problem (BMP)was introduced by Kahng
et al. [18]. The problem appears to be difficult as they studied a special case in which the deposition sequence is given and
the embeddings of all but one probes are known. A polynomial time dynamic programming algorithm was proposed to
compute the optimal embedding of this single probe. This algorithm is used as the basis for several heuristics [3–5,18,19]
that are shown experimentally to reduce unintended illumination. The dynamic programming [18] computes the optimal
embedding of a single probe in timeO(ℓ|D|), where ℓ is the length of a probe andD is the deposition sequence. The algorithm
can be extended to an exponential time algorithm to find the optimal embedding of all n probes in O(2nℓn|D|) time. It is
however unknownwhether the general problem is NP-hard or not. This naturally raises a number of questions. Let us denote
by P-BMP the problem with placement already given.
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