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a b s t r a c t

We examine a random structure consisting of objects with positive weights and evolving
in discrete time steps. It generalizes certain random graph models. We prove almost
sure convergence for the weight distribution and show scale-free asymptotic behaviour.
Martingale theory and renewal-like equations are used in the proofs.
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1. Introduction

In this paperwe examine a dynamicmodel inspired by scientific publication activity andnetworks of coauthors. However,
the model contains many simplifying assumptions that are not valid in reality. We still use the terminology of publications
for the sake of simplicity.

The model consists of a sequence of researchers. Each of them has a positive weight which is increasing in discrete time
steps. The weights reflect the number and importance of the researcher’s publications. One can think of cumulative impact
factor for instance.

We start with a single researcher having a random positive weight. At the nth step a new publication is born. The number
of its authors is randomly chosen. Then we select the authors, that is, one of the groups of that size; the probability that a
given group is chosen is proportional to the sum of the weights of its members. After that the weights of the authors of the
new publication are increased by random bonuses. Finally, a new researcher is added to the system with a random initial
weight.

This is a preferential attachment model; one can see that authors with higher weights have higher chance to be chosen
and increase their weights when the new publication is born.

We are interested in the weight distribution of the model. That is, for fixed t > 0, we consider the ratio of authors of
weight larger than t , and study the asymptotic behaviour of this quantity as the number of steps goes to infinity.

Our main results (Section 3) include the almost sure convergence of the ratio of authors of weight larger than t
under suitable conditions; first, when all weights are integer valued, then assuming that these random variables have
continuous distribution. In both cases we describe the limiting sequence or function and determine its asymptotics. They
are polynomially decaying under suitable conditions, thus our model shows scale-free behaviour.

The proofs of the almost sure convergence are based on themethods of martingale theory, while the polynomial decay of
the asymptotic weight distribution follows from the results of [1] about renewal-like equations. See Section 4 for the details.
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This model generalises some random graph models. To see this, assume that every publication has only one author, and
at each step, when a publication is born, connect its author to the new one with an edge. We get a random tree evolving in
time.

In the particular case where the initial weights and author’s bonuses are always equal to 1, and the new paper always
has one author, we get the Albert–Barabási random tree [2]. The neighbour of the new vertex is chosen with probabilities
proportional to the degrees of the old vertices. Similarly, if the initial weights and the bonuses are fixed, but they are not
necessarily equal to each other, we get random trees with linear weights [9], sometimes called generalised plane oriented
recursive trees. In these cases the asymptotic degree distribution is well-known.

2. Notation and assumptions

2.1. Notation

• Let the label of the only researcher being present in the beginning be 0; the label of the researcher coming in the nth step
is n.

• Xi is the initial weight of researcher i for i = 0, 1, . . . .Wesuppose that X0, X1, . . . are independent, identically distributed
positive random variables.

• νn is the number of coauthors at step n. This is an integer valued random variable for each n. For technical reasons we
assume that νn ≥ 1 for all n ≥ 1. Since the authors’ weights are not necessarily increased, this may be supposed without
loss of generality. Therefore νn has a distribution on {1, . . . , n}.

Given that νn = k, a group of size k is chosen randomly from researchers 0, . . . , n − 1. The probability that a given
group is chosen is proportional to the total weight of the group. The selected researchers will be the authors of the nth
paper.

• At step n, if the chosen authors are i1, . . . , iνn , we generate independently of the past random variables (bonuses)
Yn,i1 , . . . , Yn,iνn to be given respectively to the authors i1, . . . , iνn . We will assume that the row vector (Yn,i1 , . . . , Yn,iνn )
is distributed like a generic row vector (Yn,1, . . . , Yn,νn).

• Let Zn be the total weight of the nth paper; that is, Zn = Yn,1 + Yn,2 + · · · + Yn,νn for n ≥ 1.
• W (n, i) denotes the weight of author i after step n for i = 0, . . . , n. This is equal to Xi plus the sum of all bonuses Yj,ℓ for

which author i is the ℓth author of the jth paper

ℓ = 1, . . . , νj, j = 1, 2, . . . , n


.

• Let Sn be the total weight after n steps; namely,

Sn = W (n, 0) + · · · + W (n, n) = X0 + · · · + Xn + Z1 + · · · + Zn.

• X, ν, Yn, Y and Z are random variables. X is equal to X0 in distribution, and Yn is equal to Yn,1 in distribution for n ≥ 1.
The other random variables will be determined later by the assumptions. Finally, Fn is the σ -algebra generated by the
first n steps; F +

n = σ {Fn, νn+1}.

Throughout this paper I(A) denotes the indicator of event A. We say that two sequences (an), (bn) are asymptotically
equal (an ∼ bn), if they are not equal to zero except finitely many terms, and an/bn → 1 as n → ∞. A sequence (an) is
exponentially small if |an| ≤ qn, for all sufficiently large n ∈ N for some 0 < q < 1.

2.2. Assumptions

Now we list the assumptions on the model.

Assumption 1. X0, X1, . . . are independent, identically distributed. The initial weights Xn, and the triplets (Fn−1, (Yn,1, . . . ,
Yn,νn), νn) are independent (n = 1, 2, . . .).

Assumption 2. X has finite moment generating function.

Assumption 3. νn and

Yn,1, . . . , Yn,νn


are independent of Fn−1 for n ≥ 1.

Assumption 4. νn → ν in distribution as n → ∞; in addition, Eνn → Eν < ∞ and Eν2
n → Eν2 < ∞ hold.

Recall that νn ≤ n. Assumption 4 trivially holds if ν is a fixed random variable with finite second moment, and the
distribution of νn is identical to the distribution of min (n, ν), or to the conditional distribution of ν with respect to {ν ≤ n}.

Assumption 5. The conditional distribution of

Yn,1, . . . , Yn,νn


, given νn = k, does not depend on n. Moreover, the compo-

nents are conditionally interchangeable, given νn = k.

Assumption 6. Zn has finite expectation.

Now we know that (νn, Yn, Zn) → (ν, Y , Z) in distribution as n → ∞, where Y and Z are random variables. We need
that they also have finite moment generating functions, and they are not degenerate.
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