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Abstract

Task scheduling for MapReduce jobs has been an active area of research with the objective of decreasing
the amount of data transferred during the shuffle phase via exploiting data locality. In the literature, gen-
erally only the scheduling of reduce tasks is considered with the assumption that scheduling of map tasks is
already determined by the input data placement. However, in cloud or HPC deployments of MapReduce,
the input data is located in a remote storage and scheduling map tasks gains importance. Here, we propose
models for simultaneous scheduling of map and reduce tasks in order to improve data locality and balance
the processors’ loads in both map and reduce phases. Our approach is based on graph and hypergraph
models which correctly encode the interactions between map and reduce tasks. Partitions produced by
these models are decoded to schedule map and reduce tasks. A two-constraint formulation utilized in these
models enables balancing processors’ loads in both map and reduce phases. The partitioning objective
in the hypergraph models correctly encapsulates the minimization of data transfer when a local combine
step is performed prior to shuffle, whereas the partitioning objective in the graph models achieve the same
feat when a local combine is not performed. We show the validity of our scheduling on the MapReduce
parallelizations of two important kernel operations–sparse matrix-vector multiplication (SpMV) and gener-
alized sparse matrix-matrix multiplication (SpGEMM)–that are widely encountered in big data analytics
and scientific computations. Compared to random scheduling, our models lead to tremendous savings in
data transfer by reducing data traffic from several hundreds of megabytes to just a few megabytes in the
shuffle phase and consequently leading up to 2.6x and 4.2x speedup for SpMV and SpGEMM, respectively.
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1. Introduction

MapReduce [1] simplifies the programming for large-scale data-parallel applications and greatly reduces
the development effort by sparing the programmer from complex issues such as parallel execution, fault tol-
erance, data management, task scheduling, etc. Hadoop [2], an open source implementation of MapReduce,
has been used in production environments of many big companies and is deployed on clusters that can scale5

up to tens of thousands of cores. Its generality, ease of use and scalability led to a wide acceptance and
adoption in many fields.

A MapReduce job consists of map, shuffle and reduce phases which are carried out one after another
by multiple parallel tasks that process data in parallel. The map tasks process the input data and emit
〈key, value〉 (KV) pairs. In the shuffle phase, the KV pairs are communicated and then they are sorted10

according to keys, thus grouping the values that belong to the same key. The reduce tasks then process the
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