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Abstract

Extreme-scale simulations and experiments can generate large amounts of data, whose volume can exceed
the compute and/or storage capacity at the simulation or experimental facility. With the emergence of
ultra-high-speed networks, researchers are considering pipelined approaches in which data are passed to a
remote facility for analysis. Here we examine an extreme-scale cosmology simulation that, when run on a
large fraction of a leadership computer, generates data at a rate of one petabyte per elapsed day. Writing
those data to disk is inefficient and impractical, and in situ analysis poses its own difficulties. Thus we
implement a pipeline in which data are generated on one supercomputer and then transferred, as they are
generated, to a remote supercomputer for analysis. We use the Swift scripting language to instantiate this
pipeline across Argonne National Laboratory and the National Center for Supercomputing Applications,
which are connected by a 100 Gb/s network; and we demonstrate that by using the Globus transfer service
we can achieve a sustained rate of 93 Gb/s over a 24-hour period, thus attaining our performance goal of
one petabyte moved in 24 hours. This paper describes the methods used and summarizes the lessons learned
in this demonstration.
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1. Introduction

Extreme-scale scientific simulations and experiments can generate much more data than can be stored
and analyzed efficiently at a single site. For example, a single trillion-particle simulation with the Hard-
ware/Hybrid Accelerated Cosmology Code (HACC) [1] generates 20 PiB of raw data (500 snapshots, each
40 TiB), which is more than petascale systems such as the Mira system at the Argonne Leadership Comput-
ing Facility (ALCF) and the Blue Waters system at the National Center for Supercomputing Applications
(NCSA) can store in their file systems. Moreover, as scientific instruments are optimized for specific objec-
tives, both the computational infrastructure and the codes become more specialized as we reach the end of
Moore’s law. For example, one version of the HACC is optimized for the Mira supercomputer, on which it
can scale to millions of cores, while the Blue Waters supercomputer is an excellent system for data analysis,
because of its large memory (1.5 PiB) and 4000+ GPU accelerators. To demonstrate how we overcame
the storage limitations and enabled the coordinated use of these two specialized systems, we conducted a
pipelined remote analysis of HACC simulation data, as shown in Figure 1.

Lone PiB = 21% bytes
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