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Decentralized Self-Adaptation for Elastic Data Stream Processing
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aDepartment of Civil Engineering and Computer Science Engineering
University of Rome Tor Vergata, Italy

Abstract

Data Stream Processing (DSP) applications are widely used to develop new pervasive services, which require to seamlessly process
huge amounts of data in a near real-time fashion. To keep up with the high volume of daily produced data, these applications need
to dynamically scale their execution on multiple computing nodes, so to process the incoming data flow in parallel.

In this paper, we present a hierarchical distributed architecture for the autonomous control of elastic DSP applications. It con-
sists of a two-layered hierarchical solution, where a centralized per-application component coordinates the run-time adaptation of
subordinated distributed components, which, in turn, locally control the adaptation of single DSP operators. Thanks to its fea-
tures, the proposed solution can efficiently run in large-scale Fog computing environments. Exploiting this framework, we design
several distributed self-adaptation policies, including a popular threshold-based approach and two reinforcement learning solu-
tions. We integrate the hierarchical architecture and the devised self-adaptation policies in Apache Storm, a popular open-source
DSP framework. Relying on the DEBS 2015 Grand Challenge as a benchmark application, we show the benefits of the presented
self-adaptation policies, and discuss the strengths of reinforcement learning based approaches, which autonomously learn from
experience how to optimize the application performance.
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1. Introduction

The ubiquitous presence of sensing devices, which continu-
ously produce streams of data, creates a fertile ground for the
development of new and pervasive services. An efficient use
of those data can improve the quality of everyday life in many5

cross-concern domains, including health-care, energy manage-
ment, logistic, and transportation. Data Stream Processing
(DSP) represents a prominent approach to elaborate data as
soon as they are generated, thus enabling the design of near
real-time applications.10

A DSP application is represented as a directed acyclic graph
(DAG), with data sources, operators, and final consumers as
vertices, and streams as edges. Each operator can be seen as
a black-box processing element that continuously receives in-
coming streams, applies a transformation, and generates new15

outgoing streams. In modern scenarios, DSP applications are
characterized by strict latency requirements in face of variable
and high data volumes to process. To deal with operator over-
loading, a commonly adopted stream processing optimization
is data parallelism, which enables to process data in parallel on20

multiple computing nodes (given that a single machine cannot
provide enough processing power). Data parallelism consists
in scaling-out or scaling-in the number of parallel instances for
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the operators, so that each instance processes a subset of the
incoming data flow (e.g., [1]). As the application workloads25

are typically highly variable, the application parallelism should
elastically self-adapt at run-time to match the workload and pre-
vent resource wastage.

Moreover, since data sources are in general geographically
distributed (e.g., in IoT scenarios), recently we also have wit-30

nessed a paradigm shift with DSP applications being deployed
over distributed Cloud and Fog computing resources. This com-
puting environment de facto brings applications closer to the
data, rather than the other way around, to reduce application
latency and make better use of the ever increasing amount of35

resources at the network edges. Nevertheless, this very idea
makes it challenging to control DSP application performance.
Most of the approaches proposed in literature for the DSP appli-
cation deployment and adaptation have been designed for clus-
ter environments with a centralized control component, that can40

benefit from a global system view. These solutions typically do
not scale well in a highly distributed environment, given the
spatial distribution, heterogeneity, and sheer size of the infras-
tructure itself. In fact, modern DSP systems should be able to
seamlessly deal with a large number of interconnected small45

and medium size devices (e.g., IoT devices), which continu-
ously emit and consume data (e.g., in a smart city). To im-
prove scalability, several decentralized management solutions
have been proposed, e.g., [2, 3, 4]. Devising a decentralized
policy that reconfigures the DSP application deployment ex-50

ploiting only a local system view is, in general, not trivial. In-
deed, the inherent lack of coordination of decentralized solu-
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