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Abstract

The Infrastructure as a Service (IaaS) platform in cloud computing provides resources as a service from a pool
of compute, network, and storage resources. One of the major challenges facing cloud computing is to predict the
usage of these resources in real time. By knowing future demands, cloud data centres can dynamically scale resources
to decrease energy consumption while maintaining a high quality of service. However cloud resource consumption
is ever changing, making it difficult for accurate predictions to be produced. This motivates the research presented
in this paper which aims to predict in advance the level of CPU consumption of a host. This research implements
evolutionary Neural Networks (NN), a powerful machine learning method, to make these predictions. A number of
state of the art swarm and evolutionary optimisation algorithms are implemented to train the neural networks to predict
host utilization: Particle Swarm Optimisation (PSO), Differential Evolution (DE) and Covariance Matrix Adaptation
Evolutionary Strategy (CMA-ES). The results of this research demonstrate that CMA-ES converges faster to a better
solution on the training data. However when evaluated on the test data, DE performs statistically equal to CMA-ES.
The results also demonstrate that the trained networks are still accurate when applied to CPU utilization data from
different hosts with no further training needed. When evaluated to predict multiple steps into the future, the accuracy
of the network understandably decreases but still performs well on average.
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1. Introduction

Predicting resource utilization has been listed as one of the ten biggest obstacles facing the growth of cloud
computing [1]. One of the major difficulties for prediction algorithms in cloud computing is that cloud resources are
constantly changing and exhibit a complex dynamic behavior. Artificial Intelligence (Al) and Machine learning (ML)
algorithms such as Neural Networks have been shown to improve upon traditional models, e.g. ARIMA. Forecasting
methods such as ARIMA rely on patterns in historical data to make future predictions. These approaches are not
suitable when there is not a distinct pattern in the data or if there is significant amount of random variation in the data
[2]. AI and ML methods are much more adaptable and robust than these traditional approaches. The robustness of
ML approaches, such as neural networks, is due to the few assumptions made and requirements they have about the
data set.

It is estimated that by 2020, there will be 51,974 GB of internet traffic generated per second [3]. This staggering
amount of internet traffic combined with the trend of technology companies moving towards offering computing as
a service via cloud computing will result in the generation of massive volumes of data being processed by hosts and
Virtual Machines (VMs). The advantage of ML methods is that they can make use of this increased volume of data to
make more accurate prediction models for cloud resources.
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