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h i g h l i g h t s

• A codesign-based methodology is described for exploring the exascale design space.
• Codesign requires a multi-faceted approach.
• Architecture testbeds are being used to study performance issues of key algorithms.
• Network bandwidth degradation studies help define requirements for future systems.
• The Structural Simulation Toolkit is described, with some example use cases.
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a b s t r a c t

The co-design of architectures and algorithms has been postulated as a strategy for achieving Exascale
computing in this decade. Exascale design space exploration is prohibitively expensive, at least partially
due to the size and complexity of scientific applications of interest. Application codes can containmillions
of lines and involve many libraries. Mini-applications, which attempt to capture some key performance
issues, can potentially reduce the order of the exploration by a factor of a thousand. However, we need
to carefully understand how representative mini-applications are of the full application code. This paper
describes amethodology for this comparison and applies it to a particularly challengingmini-application.
A multi-faceted methodology for design space exploration is also described that includes measurements
on advanced architecture testbeds, experiments that use supercomputers and system software to emulate
future hardware, and hardware/software co-simulation tools to predict the behavior of applications on
hardware that does not yet exist.

Published by Elsevier B.V.

1. Introduction

The United States Department of Energy’s mission needs in
energy, national security and science are predicted to require a
thousand-fold increase in supercomputing performance during the
next decade [1]. However, the transition to Exascale systems that
are operable within affordable power budgets will not be possi-
ble based solely on existing computer industry roadmaps [2]. The
conclusion is therefore that we not only need to support an accel-
eration of industry roadmaps to deliver power efficient architec-
tures but that we also need to augment this with modifications, or
in some cases rewriting of applications to utilize new approaches
to hardware design and significantly increased scale [3]. The ben-
efits of doing so are profound as they impact the entire computing
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industry, addressing cross-cutting issues such as energy efficiency,
concurrency and programmability for users of single workstations,
data centers and large supercomputers. For the users of Exascale
machines there will be additional challenges including the scala-
bility and reliability that are brought about by the extreme size of
such systems.

Given the complexity of constructing such large systems and
the problems associated with modifying applications to run
on them, a dialog needs to be established between computer
companies and application developers where feedback is able to
rapidly assess and optimize designs as they are created. In this
process we envisage assessment based on balancing performance
benefit versus cost in terms of software complexity, portability,
silicon area, etc. In order for trust to exist in this dialog a number of
approaches might be considered including execution on prototype
or early design hardware, the construction of application models
including simulators or analytic performance models and an
attention to creating solutions that work across a broad range of
applications and do not benefit a single problem.
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The scale of modern scientific applications is however a poten-
tial limiter for rapid prototype assessment. Applications are typ-
ically millions of lines of source and are written to use complex
algorithms and data structures. Whilst our eventual goal is to run
applications on such large systems the effort required to port them
is likely to be prohibitive if multiple platforms must be assessed in
short time frames. It is in this context that the notion of a mini-
application has been developed—a mini-app is a condensed imple-
mentation of one or multiple key performance issues that affect
parent codes, written to be amenable to refactoring or change but
representative enough to be useful in the scientific problem do-
main.

Our proposed methodology for Exascale design space explo-
ration, which we discuss in this paper, includes measurement on
prototype hardware, experimentation in the form of refactoring
and re-implementation using a variety of programming models
and algorithms and prediction using architectural simulators. To
this end, we are investigating several architectural testbeds which
are representative of industry trends including Intel’s Many Inte-
grated Core (MIC) processors, GPUs fromNVIDIA, FusionAPUs from
AMD and nodes from Convey and Tilera. Such studies are provid-
ing useful feedback to computer architects, application develop-
ers and algorithm researchers. Our experimentation is also wider
than just hardware, including evaluation of executionmodels such
as ParalleX and low-level activities such as direct measurement of
energy use in contexts such as the variation of network injection
bandwidth.

The ability to predict the performance, and more importantly
the performance limitations, of hardwarewhich does not currently
exist or is significantly different from contemporary systems is
a key facet of design exploration. Since many proposed Exascale
point designs are currently proprietary or encumbered with in-
tellectual property, many of our early evaluations are being con-
ducted using the notion of an Abstract Machine Model (or AMM)
which defines the key architectural building blocks but no specific
detail.We then are able to augment AMMswith details provided by
performancemodels, architectural simulators and information ob-
tained from our mini-applications running on test-bed platforms
to inform us of performance trade offs and available design deci-
sions.

In this work we provide a detailed overview of our Exascale
methodology including descriptions of currently running projects
to produce relevant mini-applications, accurate and relevant
architectural simulation tools and our prototype test bed program
which is being used to drive programming model assessments
and improvements in our simulation and modeling capabilities.
In addition we describe a validation methodology which is being
developed to demonstrate the applicability of mini-applications to
their parent codes enabling HPC vendors and researchers to have
a high degree of confidence in results obtained from studies using
mini-apps.

2. Miniapplications

Full-scale computational science and engineering (CSE) ap-
plications are often large and complex, depend upon numerous
third-party libraries and require substantial systems programming
expertise in order to compile and execute. Because of this, we are
compelled to use application performance proxies for early-phase
design studies meant to target a particular suite of applications.
Numerous types of proxies are useful for design studies, depending
on the specific context. Fig. 1 summarizes some of the key proxies
used by the systems performance community.

Application performance is determined by a combination of
many choices: hardware platform, runtime environment, lan-
guages and compilers used, algorithm choice and implementation,

and more. In this complicated environment, we find that the use
of mini-applications is an excellent approach for rapidly explor-
ing the parameter space. Furthermore, use ofmini-applications en-
riches the interaction between application, library and computer
system developers by providing explicit functioning software and
concrete performance results that lead to detailed, focused discus-
sions of design trade-offs, algorithm choices and runtime perfor-
mance issues.

Unlike a benchmark, the result ofwhich is ametric to be ranked,
the output of a miniapp is a richer set of information, which must
be interpreted within some, often subjective, context. We distin-
guish this from a compact-application whose purpose is to repli-
cate a complex domain-specific behavior being used in a parent
application. Miniapps are designed specifically to capture some
key performance issue in the full application but to present it in
a simplified setting which is amenable to rapid modification and
testing. Note that this is also distinct from a skeleton application,
which is typically designed to focus on inter-process communica-
tion often producing a ‘‘fake’’ computation. Miniapps instead cre-
ate a meaningful context in which to explore the key performance
issue. Within many of the ASC programs, miniapps are developed
and owned by application code teams; are limited to O(1 K) source
lines of code (SLOC) and are intended to be modified with the only
constraint being the continued relevance to parent applications.

2.1. Mantevo

TheMantevoproject [4] provides a set of proxies, or ‘‘miniapps’’,
which enable rapid exploration of key performance issues that im-
pact a board set of scientific applications of interest to the ASC and
broader HPC community. Mantevo miniapps are tools with uses
throughout the co-design space [5]. They are intended to be fluid,
and a mechanism to explore issues relating to hardware perfor-
mance, programmability, porting, etc. As part of the ongoing work
in developing miniapps under Mantevo, a comprehensive initial
validation exercise [6] has recently been conducted to ensure the
first full release of codes is able to provide strong behavioral cor-
relation to parent physics and engineering application currently in
use.

The Mantevo Project started in 2006 as an effort to develop
tools and environments for studying computational science and
engineering application performance. Very early on in the project,
miniapps emerged as important tools. They provide the right
balance of complexity – capturing the nuances of performance
coupling between distinct computational phases – and ease of use
and refactoring to be accessible and meaningful co-design tools.

The initial miniapp HPCCG was designed to study the perfor-
mance characteristics of preconditioned iterative methods used
in Trilinos [7]. System developers were looking for a small repre-
sentative code to answer questions about the direction of some
coding implementations targeting emerging and expected fu-
ture architectures, including multi-core, many-core, and GPU-
accelerated high performance computers. HPCCG was frequently
used for compiler studies, processor comparison and more. Fur-
thermore, the depth of conversation between algorithms and sys-
tems developers grew with a small, concrete target as the means
for exploration. Based on this experience we started identifying
and deploying miniapps across other application areas of interest.

Each Mantevo miniapp is designed to focus attention on one or
a few key performance characteristics of an application or class of
applications, enabling agile exploration of a variety of issues that
impact performance, ranging from low-level hardware capabilities
to the application.

The current set of miniapps in the Mantevo project are listed in
Table 1. All of the miniapps in Table 1 are available via the GNU
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