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study this question, Beimel et al. [3] introduced the following related problems:

Communicated by Marcin Pilipczuk e The choice problem: Given m distinct instances, choose one of them and solve it.
o The agreement problem: Given m distinct instances, output a solution that is correct
Keywords: for at least one of them.
Computational complexity
/C\Efee It is easy to see that these problems are no harder than performing the original task on a
oose

single instance, and it is natural to ask whether it is strictly easier or not. In particular, proving
that the choice problem is not easier is necessary for proving a direct-sum theorem, and is
also related to the KRW composition conjecture [12].

In this note, we observe that in a variety of computational models, if f is a random
function then with high probability its corresponding choice and agreement problem are
not much easier than computing f on a single instance (as long as m is noticeably smaller
than 2™).
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KRW composition conjecture
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1. Introduction Definition 1. Let Tq,..., T, be computational tasks. The
direct-sum problem sumy, 1, is the following task: given
m inputs xq,...,xym for Tq,..., Ty respectively, output a
vector (Y1, ..., ¥m) such that y; is a correct solution for T;
on x; for every i.

The direct-sum question is a classical question that asks
whether performing a task on m independent inputs is
m times harder than performing it on a single input. More
generally, one may ask whether performing multiple inde-
pendent tasks in parallel is as hard as performing each of
them separately. It will be convenient to use the following
notation.

The direct-sum question asks whether the complex-
ity of sumr, 7, is the sum of the individual complex-
ities of Tq,..., Tpn. This natural question was studied in
a variety of computational models (see, e.g., [2,4,5,8,9,11,
- 14-16]), and the answer turns out to be positive in some
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e The choice problem chooser, ., is the following task:

Given m inputs Xq,...,Xy for Tq,..., Ty respectively,
output a pair (i, y) such that y is a correct solution
for T; on x;.

e The agreement problem agreer, 1, is the following

task: Given m inputs xq,...,xny for Tq,..., Ty respec-
tively, output a value y such that y is a correct solu-
tion for T; on x; for some i € [m].

It is easy to see that the agreement task is not harder
than the choice task, and that both tasks are not harder
than performing the easiest task T; on a single input.
[3] asked whether we can prove that the choice and agree-
ment problem are not strictly easier than the easiest task T;.
In addition to being interesting in its own right, this ques-
tion has the following motivations:

e Proving that the choice problem chooser, . 1, is not
strictly easier than the easiest task T; is necessary for
proving a direct-sum theorem: To see it, observe that
if the choice problem chooser,, 1, is strictly eas-
ier than the easiest task T;, then the complexity of
sumr,, .. 1, is strictly less than the sum of the in-
dividual complexities of Ti,..., Ty (since one can
solve one of the tasks using the best algorithm for
chooser;, ... 1,,» and then solve each of the remaining
tasks individually).

Since the agreement problem agreer, 1, is not
harder than the choice problem chooser,,.  1,, one
1, by proving

lower bounds for agreer,  r,..

In this note, we consider the special case where all the
tasks Tq,..., T, are the same task T. Observe that in this
case special case, it is trivial to prove that the choice and
agreement problems are not strictly easier than solving T
for the following reason: Solving T on an input x reduces
to solving chooser,.. t and agreer 1 on m copies of x. In
order to avoid this trivial case, we require the m inputs to
be distinct, resulting in the following definition.

Definition 3. Let T be a computational task.

e The m-fold choice problem chooseT is the following
task: Given m distinct inputs x1, ..., xy for T, output a
pair (i, y) such that y is a correct solution for T on x;.

e The m-fold agreement problem agree]' is the following
task: Given m distinct inputs xq,...,xy for T, output
a value y such that y is a correct solution for T on x;
for some i € [m].

It is again natural to ask whether chooseT and agree]
are strictly easier than T on its own. In particular, note that
the foregoing motivation still holds: proving that choose]'
is not easier than T is necessary for proving a direct-sum
theorem for T (i.e, that the complexity of sumr 1 is
m times the complexity of T).

In this note, we observe that in a variety of compu-
tational models, the answer to this question is negative
when T is the task of computing a random function f, with

high probability over f. Intuitively, this result holds in ev-
ery model in which the hardness of a random function can
be proved using a counting argument, including Boolean
circuits, formulas, decision trees, etc.

In order to make this intuition more precise, consider a
computational model that comes with some size measure
(e.g., number of wires for circuits, depth for decision trees,
etc.). We use the term computer to refer to a specific in-
stantiation of this model (e.g. a specific circuit, a specific
decision tree, etc.). Let N(s,n) denote the number of dis-
tinct Boolean functions over n bits that are computed by
a computer of size at most s. Then, the standard counting
argument says the probability that a random function over
n bits can be computed by a computer of size at most s is
at most
N(s,n)

22"
We prove the following observation.

Theorem 4. Fix a computational model that comes with some
size measure, and let N (s, n) be defined as above. Letn, m, s € N,
and let f : {0, 1}" — {0, 1} be a uniformly distributed function.
Then, the probability that choose’}1 or agree’}1 can be decided by
a computer of size at most s is at most

N(s,m-n)- (52%1:—2)
22"

where (£,) def 6)+ () + () + ...+ (5) for non-negative inte-
gersa zib.

<2i:72) in the latter proba-
bility is negligible compared to 22" unless m is very close
to 2". Thus, as long as m is not too large, this factor will
not affect the probability significantly. On the other hand,
the fact that we count the number of computers over m-n
variables rather than n variables can affect the probability
significantly, depending on the function N(s, n), and this is
the bottleneck in the following application.

The following corollary lists the immediate conse-
quences of Theorem 4 for some important computa-
tional models. Essentially, it says that for Boolean circuits,
choose’jE’ and agreerj't1 are as hard as a random function
when m < ¢ - 2". For other models (formulas, depth com-
plexity, decision trees), we get a slightly worse lower
bound (although we could have gotten the “right” lower
bound when m = poly(n)).

Observe that the expression (

Corollary 5. There exists a universal constant ¢ > 0 such that
the following holds. Let f : {0, 1} — {0, 1} be a uniformly dis-
tributed function and let m < ¢ - 2". Then, each of the following
events occurs with probability 1 — o(1) (where the o(1) is a de-
creasing function of n):

e The circuit-size complexity of choose’}l and agree’}1 is
Q).

o The formula-size complexity of chooserj? and agree'}l is
Q).
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