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We consider a variant of the separable assignment problem (SAP). In the classic version 
of SAP, we are given a set of bins and a set of items to pack into the bins together with a 
profit pi, j for assigning item i to bin j. Each bin j has a separate packing constraint, i.e., 
only certain subsets of the items fit into bin j. The objective is to find an assignment 
of a subset of the items to the bins such that the packing constraints of all bins are 
satisfied, no item is assigned to more than one bin, and the total profit is maximized. 
As an important special case, this problem contains the maximum generalized assignment 
problem (GAP).
It is known that, given a β-approximation algorithm for the single bin subproblem (i.e., 
the problem of finding the most profitable packing for a single bin), it is possible to 
obtain a ((1 − 1

e )β)-approximation for SAP using randomized rounding. If the single 
bin subproblem admits an FPTAS, one can obtain a (1 − 1

e )-approximation. This is best 
possible in the sense that there exist special cases of SAP which do not admit polynomial-
time approximation algorithms with an approximation factor better than (1 − 1

e ) unless 
NP ⊆ DTIME(nO(log log n)).
In this paper, we consider the case of SAP where each item may be assigned at most 
k ≥ 1 times (but at most once to each bin) and present a ((1 − 1

ek )β)-approximation 
algorithm for this case under the assumption that the single bin subproblem admits a 
β-approximation algorithm. If the single bin subproblem admits an FPTAS, we obtain a 
(1 − 1

ek )-approximation, which shows that, for k ≥ 2, the problem admits approximation 
algorithms that beat the upper bound of (1 − 1

e ) known for other special cases of SAP.
© 2015 Elsevier B.V. All rights reserved.

1. Introduction

In the separable assignment problem (SAP), we are given 
a set B = {1, . . . , m} of bins and a set I = {1, . . . , n} of 
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items to pack into the bins. For each item i and bin j, there 
is a profit pi, j that is obtained when assigning item i to 
bin j. Moreover, for every bin j ∈ B, there is a separate 
packing constraint. This means that only certain subsets of 
the items fit into the bin, but if a set S ⊆ I of items is 
a feasible packing for bin j, then every subset S ′ ⊆ S is 
also a feasible for bin j. The objective is to find an as-
signment of a subset of the items to the bins such that 
a feasible packing is obtained for each bin, no item is 
assigned to more than one bin, and the total profit is max-
imized.
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As an important special case, SAP contains the maxi-
mum generalized assignment problem (GAP), in which there 
is a size si, j for each item i in each bin j and the feasi-
ble packings of bin j are all subsets of the items with total 
size at most a given bin capacity B j .

For each bin, the single bin subproblem of SAP is de-
fined as the problem of finding a feasible packing with 
maximum profit for the bin. Fleischer et al. [1] provided a
((1 − 1

e )β)-approximation for SAP under the assumption 
that the single bin subproblem admits a β-approximation 
algorithm. In particular, this yields a (1 − 1

e − ε)-ap-
proximation whenever the single bin subproblem admits 
a PTAS. If the single bin subproblem admits an FPTAS, 
Fleischer et al. [1] showed that one can get rid of the 
ε and obtain a (1 − 1

e )-approximation. Moreover, they 
showed that a special case of SAP called the capacitated dis-
tributed caching problem (CapDC) cannot be approximated 
in polynomial time with an approximation factor better 
than (1 − 1

e ) unless NP ⊆ DTIME(nO(log log n)). In CapDC, 
the bins are cache locations and a capacity A j is given for 
each cache location j ∈ B. There are l different files t ∈ T
that can be stored at each cache location, each with a 
size at . The items are requests for certain files, i.e., each 
request i ∈ I is associated with some file ti ∈ T . There is 
a cost ci, j incurred for connecting request i to cache lo-
cation j and a reward Ri that is obtained when request i
is connected to any cache location. Hence, the profit ob-
tained from connecting request i to cache location j is 
pi, j = Ri − ci, j . A cache location j can service a set S ⊆ I
of requests if the total size of the files associated with the 
requests in S is no more than the capacity A j of the cache 
location, i.e., if 

∑
t∈{ti |i∈S} at ≤ A j .

In this paper, we consider the case of the separable as-
signment problem in which each item may be assigned at 
most k ≥ 1 times (but no item may be assigned more than 
once to the same bin). For each fixed value of k ≥ 1, we 
refer to this problem as k-SAP. This version of the sepa-
rable assignment problem can be motivated, e.g., from the 
assignment of ads to magazines or financial assets to in-
vestors. Moreover, we study the generalization of k-SAP 
in which we are given a different number ki ≥ 1 for each 
item i ∈ I that specifies the maximum number of bins it 
may be assigned to.

It is easy to see that, in general, finding an optimal so-
lution for an instance of k-SAP for any fixed k ≥ 1 is no 
easier than finding an optimal solution for an instance of 
SAP: Given any instance of SAP, we simply add k − 1 addi-
tional bins for which all subsets of the items are feasible 
and in which every item i yields profit one more than the 
maximum profit max j∈B pi, j obtainable from item i in the 
original bins B. It is then immediate that an optimal so-
lution for the resulting instance of k-SAP will assign every 
item once to each of the additional bins and finding an 
optimal assignment for the rest of the bins is equivalent to 
finding an optimal solution to the given instance of SAP.

Conversely, k-SAP for any fixed k ≥ 1 can be viewed as 
a special case of SAP by replacing each item by k identical 
copies and forbidding more than one copy of an item to 
be packed into the same bin. The upper bound of (1 − 1

e )

known for CapDC, however, does not carry over to k-SAP 
for k ≥ 2 as CapDC is not a special case of k-SAP for k ≥ 2. 

The reason is that, in CapDC, one cannot enforce that at 
most one copy of the same item is assigned to each bin 
when duplicating items as above.

Even though, in general, finding an optimal solution for 
an instance of k-SAP is no easier than for SAP, intuition 
suggests that, for larger k, the different bins are less linked, 
which could facilitate finding a good approximate solu-
tion. We show that this intuition is correct by generalizing 
the methods used in [1] to obtain a polynomial-time ap-
proximation algorithm for k-SAP with approximation fac-
tor (1 − 1

ek )β for each k ≥ 1 under the assumption that 
the single bin subproblem admits a β-approximation al-
gorithm. Whenever the single bin subproblem admits an 
FPTAS, our method yields a (1 − 1

ek )-approximation algo-
rithm for k-SAP, which shows that k-SAP for k ≥ 2 admits 
approximation algorithms that beat the upper bound of 
(1 − 1

e ) that is known for CapDC. Moreover, we show that 
our method easily generalizes to the case that, for each 
item i ∈ I , there is a different number ki ≥ 1 that specifies 
the maximum number of bins item i may be assigned to. 
Given a β-approximation for the single bin subproblem, we 
show that our method yields a ((1 − 1

ek )β)-approximation 
for this case, where k := mini∈I ki .

1.1. Related work

Even the special case of GAP is known to be APX-
hard [2]. The best known approximation algorithm for 
GAP is due to Feige and Vondrák [3] and achieves an 
approximation factor of (1 − 1

e + δ) for a small constant 
δ > 0. Previously, Chekuri and Khanna [2] observed that a 
1
2 -approximation algorithm was implicit in [4] and Nutov 
et al. [5] presented a (1 − 1

e )-approximation algorithm for 
the special case of GAP in which the profit of an item is in-
dependent of the bin it is assigned to. The special case of 
GAP in which both the size and the profit of each item are 
independent of the bin is known as the multiple knapsack 
problem and admits a PTAS [2]. For a survey on different 
variants of assignment problems studied in literature, we 
refer to [6].

For the general case of SAP, the best known approx-
imation result is the ((1 − 1

e )β)-approximation obtained 
by Fleischer et al. [1] under the assumption that the 
single bin subproblem admits a β-approximation algo-
rithm. If the single bin subproblem admits an FPTAS, 
their method yields a (1 − 1

e )-approximation for SAP. 
A ((1 − 1

e )β)-approximation for SAP can also be ob-
tained from the results of Calinescu et al. [7], who gave 
a (1 − 1

e )-approximation for a general class of submodular 
maximization problems.

2. The integer programming formulation

We start by presenting the exponential-size integer pro-
gramming formulation of k-SAP that was already used in 
the randomized rounding algorithm presented in [1] for 
the case k = 1. For each bin j ∈ B, we let S j ⊆ 2I de-
note the set of feasible packings of bin j. The condition 
that all subsets of a feasible packing for bin j are also fea-
sible for bin j than means that (I, S j) is an independence 
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