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The ordered weighted averaging (OWA) objective is an aggregate function over multiple 
optimization criteria that has received increasing attention by the research community 
over the last decade. Different to the weighted sum, where a certain weight is assigned 
to every objective function, weights are attached to ordered objective functions (i.e., for 
a fixed solution, objective functions are sorted with respect to their size, and weights 
are assigned to positions within this ordering). As this contains max–min or worst-case 
optimization as a special case, OWA can also be considered as an alternative approach to 
robust optimization.
For linear programs with OWA objective, compact and extended reformulations exist. We 
present new such reformulation models with reduced size. A computational comparison 
indicates that these formulations improve solution times.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

We consider multi-criteria optimization problems of the 
form

max
{

Cx | x ∈ X
}
, (1)

where C ∈ Rk×n is a matrix of linear objective functions 
and X ⊆ Rn denotes some set of feasible solutions; e.g., 
for linear programs, we have

X = {x ∈Rn+ | Ax = b}
for a coefficient matrix A ∈ Rm×n and a right-hand size 
b ∈ Rm . As multiple objectives have to be considered si-
multaneously, different approaches to what an “optimal” 
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solution constitutes have been proposed in the literature 
(for an overview, see [2]). In this paper, we follow the or-
dered weighted averaging (OWA) approach as introduced 
by Yager [11], which aggregates the multi-criteria problem 
to a single-criterion counterpart.

To formulate the OWA aggregate function, we con-
sider the ordering map � : Rk → Rk with �(y) = (θ1(y),

θ2(y), . . . , θk(y)) that permutes the vector components of 
y such that θi(y) ≤ θi+1(y) for i = 1, . . . , k − 1. Given a 
weight vector w ∈ Rk , the OWA problem is then defined 
as

max
{ ∑

i∈[k]
wiθi(Cx) | x ∈ X

}
, (2)

where we use the notation [k] := {1, . . . , k}. Note that the 
OWA concept can be used to generalize classic aggregation 
functions in multiple criteria optimization, as, for example, 
the average case or worst case objective. But even more in-
teresting is the fact that different intermediate objectives 
between the average and worst case objective functions 
can be defined using appropriate OWA weights.
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As frequently done, we make the assumptions of eq-
uitability, which is given if w1 > w2 > . . . > wk > 0 (see 
also [5]). In [6], this case is considered for linear programs, 
and reformulations of (2) are presented. They show that 
the problem is equivalent to

max z (3)

s.t. Cx = y (4)

z ≤
∑
i∈[k]

wτ (i) yi ∀τ ∈ � (5)

Ax = b (6)

x ∈Rn+, y ∈Rk, z ∈R, (7)

where � denotes all permutations of [k]. Dualizing this 
problem, one can use column generation over the dual 
variables associated with the permutations. Furthermore, 
they present the following compact model:

max
∑
j∈[k]

jw ′
jr j −

∑
i∈[k]

∑
j∈[k]

w ′
jdi j (8)

s.t. Cx = y (9)

dij ≥ r j − yi ∀i, j ∈ [k] (10)

Ax = b (11)

x ∈Rn+,d ∈ Rk×k+ , y ∈Rk, r ∈Rk, (12)

where w ′
j = w j − w j+1 for all j = 1, . . . , k − 1 and 

w ′
k = wk . A model of this type has been applied, e.g., to 

the multi-objective spanning tree problem in [3], and to fa-
cility location problems in [4]. In the following we present 
a new model that can be useful to any of these applica-
tions.

2. Alternative models

We present different approaches to reformulate prob-
lem (2). Starting from the observation that
∑
i∈[k]

wiθi(Cx) = min
τ∈�

∑
i∈[k]

wτ (i)θi(Cx)

as presented in [6], we reconsider the model

max min
τ∈�

∑
i∈[k]

wτ (i) yi (13)

s.t. Cx = y (14)

x ∈ X . (15)

To reformulate the problem we introduce the polytope of 
permutation matrices P� (see [1] or [10, Chapter 18]). The 
linear description of P� is given by

P� =
⎧⎨
⎩p ∈Rk×k+

∣∣∣∣∣∣
∑
i∈[k]

pij = 1 ∀ j ∈ [k] ,

∑
j∈[k]

pij = 1 ∀i ∈ [k]
⎫⎬
⎭ .

An arbitrary permutation τ̃ ∈ � can represented by the 
point p̃ ∈Rn×n+ , where

p̃i j =
{

1, if τ̃ (i) = j
0,else.

Note that all vertices of P� are integral and that there is 
a one-to-one correspondence between vertices of P� and 
permutations in �. Instead of considering all permutations 
in �, one can also relax the objective function (13) and 
use the convex hull of permutations, i.e., P� . This does not 
change the objective value of the inner minimum, as there 
is always a vertex of P� at which the optimum is attained. 
Therefore, we can rewrite the inner optimization problem

min
τ∈�

∑
i∈[k]

wτ (i) yi

for fixed values of y as

min
∑
i∈[k]

∑
j∈[k]

w j yi pi j (16)

s.t.
∑
i∈[k]

pij = 1 ∀ j ∈ [k] (17)

∑
j∈[k]

pij = 1 ∀i ∈ [k] (18)

p ∈Rk×k+ (19)

the dual of which is

max
∑
i∈[k]

(αi + βi) (20)

s.t. αi + β j ≤ w j yi ∀i, j ∈ [k] (21)

α,β ∈Rk. (22)

Using this reformulation of the inner problem, we get the 
following new compact formulation for problem (2):

max
∑
i∈[k]

(αi + βi) (23)

s.t. Cx = y (24)

αi + β j ≤ wi y j ∀i, j ∈ [k] (25)

x ∈ X (26)

α,β, y ∈ Rk. (27)

This formulation needs 3k additional variables compared 
to the original problem (1), and k2 + k new constraints. 
In comparison, model (8)–(12) requires k2 + 2k additional 
variables and k2 +k new constraints. Thus, the formulation 
we propose needs an order of k variables less.

One might also use an extended description of P� to 
do column generation in the primal problem (note that 
in [6], column generation needed the dual). To this end, 
we write the inner optimization problem as follows:

min
∑
i∈[k]

yi pi (28)

s.t.
∑
i∈S

pi ≥ ϕ|S| ∀ ∅� S � [k] (29)
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