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a  b  s  t  r  a  c  t

As  two  widely  used  evolutionary  algorithms,  particle  swarm  optimization  (PSO)  and  firefly  algorithm
(FA)  have  been  successfully  applied  to diverse  difficult  applications.  And  extensive  experiments  verify
their  own  merits  and  characteristics.  To  efficiently  utilize  different  advantages  of  PSO and  FA, three  novel
operators  are  proposed  in  a hybrid  optimizer  based  on the  two algorithms,  named  as  FAPSO  in  this
paper.  Firstly,  the  population  of  FAPSO  is  divided  into  two sub-populations  selecting  FA and  PSO as  their
basic  algorithm  to carry  out  the  optimization  process,  respectively.  To  exchange  the  information  of  the
two  sub-populations  and  then  efficiently  utilize  the  merits  of PSO  and  FA,  the  sub-populations  share
their  own  optimal  solutions  while  they  have  stagnated  more  than  a predefined  threshold.  Secondly,
each  dimension  of  the  search  space  is divided  into  many  small-sized  sub-regions,  based  on  which  much
historical  knowledge  is recorded  to  help  the current  best  solution  to  carry  out  a  detecting  operator.
The  purposeful  detecting  operator  enables  the  population  to find a more  promising  sub-region,  and
then  jumps  out of  a possible  local  optimum.  Lastly,  a classical  local  search  strategy,  i.e., BFGS  Quasi-
Newton  method,  is  introduced  to improve  the  exploitative  capability  of  FAPSO.  Extensive  simulations
upon  different  functions  demonstrate  that FAPSO  is  not  only  outperforms  the  two  basic  algorithm,  i.e.,
FA  and  PSO,  but also  surpasses  some  state-of-the-art  variants  of  FA  and  PSO,  as well  as  two  hybrid
algorithms.

©  2017  Elsevier  B.V.  All  rights  reserved.

1. Introduction

In recent years, many real-world problems become extremely
complex and are difficult solved by conventional algorithms. Thus,
non-deterministic algorithms and heuristic algorithms play more
and more important roles in various applications [10,29,30,44].
As a type of heuristic algorithm, evolutionary algorithms (EAs)
have shown very favorable performance on non-convex and non-
differentiable problems, and various EAs have been developed and
applied to diverse difficult real-life problems during the last few
decades.

Firefly algorithm (FA) [40] and particle swarm optimization
(PSO) [22] are two widely used evolutionary algorithms inspired
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by some social behaviors of eusocial organisms. Through simple
interaction among individuals, the entire population can manifest
very high intelligence when optimizing a problem. Aming to further
improve the performance of them and broaden their application
fields, many strategies are proposed during the last decades, such
as adjusting parameters [2,3,25,38,43,45] and enriching learning
models [14,20,21,39]. However, considering that different optimiz-
ers have their own merits and characteristics which are suitable
for different problems, many researchers pay much attention on
hybridizing of different EAs to deal with real-world problems
involving complexity, noise, imprecision, uncertainty, and vague-
ness [11,33,36].

In the research field of EAs, hybridization refers to merg-
ing different optimization techniques into a single framework.
Through the synergistic mechanism, a hybrid algorithm could take
advantage of various merits within different algorithms, and then
yields more favorable performance than a single algorithm. Some
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preliminary research manifests that hybrid optimizers are effective
and competent for global optimization [6,7,13].

Inspired by these researches, we proposed a hybrid evolution-
ary algorithm based on FA and PSO. In the hybrid optimizer, which
is called FAPSO in this paper, there are three modules proposed
to enhance its comprehensive performance. The first module is
parallel-evolving module, in which an entire population is divided
into two sub-populations parallel evolved by FA and PSO, respec-
tively. To take advantage of different merits of PSO and FA, the two
sub-populations share their own optimal solutions while they have
ceased improve more than a predefined threshold. The second one
is detecting module in which a purposeful detecting operator is
adopted to help the best individual of the population to jump out
of local optimum solutions. The last module is local search module,
in which the BFGS Quasi-Newton method is applied to improve
solutions’ accuracy.

The rest of this paper is organized as follows. In Section 2, a brief
introduction on FA and PSO is provided. The details of FAPSO are
demonstrated in Section 3. Experimental setups, including details
of benchmark functions and peer algorithms, are introduced in Sec-
tion 4. Section 5 experimentally compares FAPSO with other 12
peer algorithms using 30 benchmark functions. Moreover, the effi-
ciency and effectiveness of the modules involved in FAPSO are also
discussed in this section. Finally, Section 6 concludes this paper.

2. A brief introduction on FA and PSO

2.1. Firefly algorithm (FA)

Firefly algorithm (FA) inspired by the social behavior of fireflies
flying in the tropical and temperate summer sky was proposed by
Yang in 2009 [40]. In FA, a firefly’s brightness I depends on its posi-
tion X which is regarded as a potential solution. And the trajectory
of the swarm can be characterized as a search process. During the
optimization process of FA, a firefly moves towards a brighter one
not only depending on I of the brighter firefly but also relying on
the distance r between the two fireflies.

In the canonical FA, I of a firefly is determined by X which is pro-
portional to the value of objective function I(X) ∝ f(X). In addition,
inspired by the phenomenon that the brightness is always absorbed
in the light propagation media, I in FA decreases with the distance
r from its source. A widely accepted update form of I is defined as
(1).

I(r) = I0 · e−�r
2

(1)

where I0 denotes the light intensity of the light source, and � is the
light absorption coefficient of the propagation media.

Accordingly, a firefly’s attractiveness ˇ, which is proportional to
I, can be described as (2).

ˇ(r) = (ˇ0 − ˇmin) · e−�r
2 + ˇmin (2)

where ˇ0 is the attractiveness at r = 0, generally takes ˇ0 = 1; ˇmin
is the minimum attractiveness.

The distance between any pair of fireflies, whose positions are
denoted as Xi and Xj, respectively, can be represented by the
Euclidean distance as (3).

rij = ||Xi − Xj|| =

√√√√ d∑
k=1

(xik − xjk)
2 (3)

where xik and xjk are the kth component of the spatial coordinate
Xi and Xj, respectively.

Based on the definition introduced above, the movement of fire-
fly Xi attracted by anther brighter firefly Xj can be described as
(4).

Xi = Xi + ((ˇ0 − ˇmin) · e
−�r2

ij + ˇmin) · (Xj − Xi) +  ̨ · (rnd − 0.5) (4)

where  ̨ is the parameter deciding the size of the random walk, and
rnd is a random number uniformly distributed in [0, 1].

The pseudo code of FA is detailed in Algorithm 1.

Algorithm 1. FA

Begin
01: Generate initial population of fireflies Xi (i = 1, . . .,  N);
02: Initialize parameters: ˛, � , ˇmin , t = 0, and fes = 0;
03: Brightness Ii at Xi is determined by f(Xi);
04: Define light absorption coefficient �;
05: While (not meet the stop conditions)
06: For i=1: N all N fireflies
07: For j=1: N all N fireflies
08: If Ij > Ii Then
09: Move firefly i towards j in all dimension according to Eq. (4);
10:  End If
11: Attractiveness varies with distance according to Eq. (2);
12: Evaluate the new solution and update its brightness; fes = fes + 1;
13: End For
14: End For
15: Rank the fireflies and find the current best;
16: t = t + 1;
17: End While
18: Post process results.
End

2.2. Particle swarm optimization (PSO)

Particle swarm optimization algorithm (PSO) is a widely known
swarm intelligence algorithm proposed by Kennedy and Eberhart in
1995 [22,31]. During the optimizing process for a specific problem
with D dimension variables, the ith particle has a velocity vector
and a position vector represented as Vi = [vi1, vi2,. . .,  viD] and Xi =
[xi1, xi2,. . .,  xiD], respectively. The vector Xi is regarded as a can-
didate solution of the problem while the vector Vi is treated as
the particle’s search direction and step size. During the process of
optimization, each particle decides its trajectory according to its
personal historical best position Pbi = [pbi1, pbi2,. . .,  pbiD] and the
global best-so-far position Gb = [gb1, gb2,. . .,  gbD]. In the canoni-
cal PSO, the update rules of Vi and Xi are defined as (5) and (6),
respectively.

vt+1
ij

= ω · vtij + c1 · rnd1 · (pbtij − xtij) + c2 · rnd2 · (gbtj − xtij) (5)

xt+1
ij

= xtij + vt+1
ij

(6)

where ω represents an inertia weight indicating how much the pre-
vious velocity is preserved; c1 and c2 are known as two acceleration
coefficients determining relative learning weights for Pbi and Gb,
which called “self-cognitive” and “social-learning”, respectively;
rnd1 and rnd2 are two  random numbers uniformly distributed over
[0, 1].

The pseudo-code of PSO is detailed as Algorithm 2.

Algorithm 2. PSO
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