
Accepted Manuscript

Title: Co-evolution in Predator Prey through Reinforcement
Learning

Author: Megan M. Olsen Rachel Fraczkowski

PII: S1877-7503(15)00049-6
DOI: http://dx.doi.org/doi:10.1016/j.jocs.2015.04.011
Reference: JOCS 354

To appear in:

Please cite this article as: Megan M. Olsen, Rachel Fraczkowski, Co-evolution in
Predator Prey through Reinforcement Learning, Journal of Computational Science
(2015), http://dx.doi.org/10.1016/j.jocs.2015.04.011

This is a PDF file of an unedited manuscript that has been accepted for publication.
As a service to our customers we are providing this early version of the manuscript.
The manuscript will undergo copyediting, typesetting, and review of the resulting proof
before it is published in its final form. Please note that during the production process
errors may be discovered which could affect the content, and all legal disclaimers that
apply to the journal pertain.

http://dx.doi.org/doi:10.1016/j.jocs.2015.04.011
http://dx.doi.org/10.1016/j.jocs.2015.04.011


Page 1 of 12

Acc
ep

te
d 

M
an

us
cr

ip
t

This space is reserved for the Procedia header, do not use it

Co-evolution in Predator Prey

through Reinforcement Learning

Megan M. Olsen1 and Rachel Fraczkowski2

1 Loyola University Maryland, Baltimore, Maryland, U.S.A.
mmolsen@loyola.edu

2 RDA Corporation, Baltimore, Maryland, U.S.A.
fraczkowski@rdacorp.com

Abstract
In general species such as mammals must learn from their environment to survive. Biologists
theorize that species evolved over time by ancestors learning the best traits, which allowed them
to propagate more than their less effective counterparts. In many instances learning occurs in a
competitive environment, where a species evolves alongside its food source and/or its predator.
We propose an agent-based model of predators and prey with co-evolution through linear value
function Q-learning, to allow predators and prey to learn during their lifetime and pass that
information to their offspring. Each agent learns the importance of world features via rewards
they receive after each action. We are unaware of work that studies co-evolution of predator
and prey through simulation such that each entity learns to survive within its world, and passes
that information on to its progeny, without running multiple training runs. We show that this
learning results in a more successful species for both predator and prey, and that variations on
the reward function do not have a significant impact when both species are learning. However,
in the case where only a single species is learning, the reward function may impact the results,
although overall improvements to the system are still found. We believe that our approach will
allow computational scientists to simulate these environments more accurately.
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1 Introduction

Population dynamics study the development of either a single or multiple interacting species.
In ecology, computational models are used to study the evolution within populations of plants
and animals, such as which trees will survive in a forest over many hundreds of years, or what
ratio of species is sustainable. A major topic of population dynamics is the cycling of predator
and prey populations. Usually these systems are built to describe animal species, with at
least one species as prey and one as predator, although more species can be included. The
Lotka-Volterra [11] equations are based on the classic logistic equation, and commonly used to
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