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A gapped repeat is a factor of the form uvu where u and v are nonempty words. The pe-
riod of the gapped repeat is defined as |u| + |v|. The gapped repeat is maximal if it cannot 
be extended to the left or to the right by at least one letter with preserving its period. The 
gapped repeat is called α-gapped if its period is not greater than α|u|. A δ-subrepetition is 
a factor whose exponent is less than 2 but is not less than 1 + δ (the exponent of the fac-
tor is the quotient of the length and the minimal period of the factor). The δ-subrepetition 
is maximal if it cannot be extended to the left or to the right by at least one letter with 
preserving its minimal period. We reveal a close relation between maximal gapped re-
peats and maximal subrepetitions. Moreover, we show that in a word of length n the 
number of maximal α-gapped repeats is bounded by O (α2n) and the number of maximal 
δ-subrepetitions is bounded by O (n/δ2). Using the obtained upper bounds, we propose al-
gorithms for finding all maximal α-gapped repeats and all maximal δ-subrepetitions in a 
word of length n (in assumption that the alphabet of the word is integer). The algorithm 
for finding all maximal α-gapped repeats has O (α2n) time complexity. For finding all max-
imal δ-subrepetitions we propose two algorithms. The first algorithm has O (

n log log n
δ2 ) time 

complexity. The second algorithm has O (n logn + n
δ2 log 1

δ
) expected time complexity.

© 2017 Elsevier B.V. All rights reserved.

Introduction

Let w = w[1]w[2] . . . w[n] be an arbitrary word. The length n of w is denoted by |w|. A fragment w[i] · · · w[ j] of w , 
where 1 ≤ i ≤ j ≤ n, is called a factor of w and is denoted by w[i.. j]. Note that for factors we have two different notions of 
equality: factors can be equal as the same fragment of the original word or as the same word. To avoid this ambiguity, we 
will use two different notations: if two factors u and v are the same word (the same fragment of the original word), we will 
write u = v (u ≡ v). For any i = 1, . . . , n the factor w[1..i] (w[i..n]) is called a prefix (a suffix) of w . By positions in w we 
mean the order numbers 1, 2, . . . , n of letters of the word w . For any factor v ≡ w[i.. j] of w the positions i and j are called 
start position of v and end position of v and denoted by beg(v) and end(v), respectively. The factor v covers a letter w[k] if 
beg(v) ≤ k ≤ end(v). For any two factors u, v of w the factor u is contained (is strictly contained) in v if beg(v) ≤ beg(u) and 
end(u) ≤ end(v) (if beg(v) < beg(u) and end(u) < end(v)). Let u, v be two factors of w such that beg(v) = end(u) + 1. In 
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Fig. 1. A gapped repeat σ in w .

this case we say that v follows u. The number end(u) is called the frontier between the factors u and v . A factor v contains
a frontier j if beg(v) − 1 ≤ j ≤ end(v). If some word u is equal to a factor v of w then v is called an occurrence of u in w .

A positive integer p is called a period of w if w[i] = w[i + p] for each i = 1, . . . , n − p. We denote by p(w) the minimal 
period of w and by e(w) the ratio |w|/p(w) which is called the exponent of w . A word is called primitive if its exponent is 
not an integer greater than 1. By repetition in a word we mean any factor of exponent greater than or equal to 2. Repetitions 
are fundamental objects, due to their primary importance in word combinatorics [23] as well as in various applications, 
such as string matching algorithms [12,4], molecular biology [14], or text compression [24]. The simplest and best known 
example of repetitions is factors of the form uu, where u is a nonempty word. Such repetitions are called squares. We call 
the first (second) factor u of the square uu the left (right) root of this square. Avoiding ambiguity,1 by the period of a square 
we mean the length of its roots. A square is called primitive if its roots are primitive. The questions concerned to squares 
are well studied in the literature. In particular, it is known (see, e.g., [4]) that a word of length n contains no more than 
n logϕ n primitive squares. In [3] an O (n log n)-time algorithm for finding of all primitive squares in a word of length n is 
proposed. In [15] an algorithm for finding of all primitive squares in a word of length n with time complexity O (n + S)

where S is the size of output is proposed for the case of constant alphabet size.
A repetition in a word is called maximal if this repetition cannot be extended to the left or to the right in the word by 

at least one letter with preserving its minimal period. More precisely, a repetition r ≡ w[i.. j] in w is called maximal if it 
satisfies the following conditions:

1. if i > 1, then w[i − 1] �= w[i − 1 + p(r)],
2. if j < n, then w[ j + 1 − p(r)] �= w[ j + 1].

Maximal repetitions are usually called runs in the literature. Since runs contain all the other repetitions in a word, the set 
of all runs can be considered as a compact encoding of all repetitions in the word which has many useful applications (see, 
for example, [9]). For any word w we will denote by R(w) the set of all maximal repetitions in w and by E(w) the sum of 
exponents of all maximal repetitions in w . The following facts are proved in [18].

Theorem 1. E(w) = O (n) for any word w of length n.

Corollary 1. |R(w)| = O (n) for any word w of length n.

Moreover, in [18] an O (n) time algorithm for finding of all runs in a word of length n is proposed for the case of 
constant alphabet size (in the case of arbitrary alphabet size all runs in a word of length n can be found in O (n log n) time). 
Further many papers were devoted to obtaining more precise upper bounds on E(w) and |R(w)| (see, e.g., [7,8]). Recently, 
a remarkable result is obtained in [1] where the so-called “runs conjecture” |R(w)| < n is proved. To our knowledge, at 
present time the best upper bound |R(w)| ≤ 22

23 n for a binary word w is obtained in [11].
A natural generalization of squares is factors of the form uvu where u and v are nonempty words. We call such factors 

gapped repeats. In the gapped repeat uvu the first (second) factor u is called the left (right) copy, and v is called the gap. By 
the period of this gapped repeat we will mean the value |u| +|v|. For a gapped repeat σ we denote the length of copies of σ
by c(σ ) and the period of σ by p(σ ) (see Fig. 1). By (u′, u′′) we will denote the gapped repeat with the left copy u′ and 
the right copy u′′ . Note that gapped repeats with distinct periods can be the same factor, i.e. can have the same both start 
and end positions in the word. In this case, for convenience, we will consider these repeats as different ones, i.e. a gapped 
repeat is not determined uniquely by its start and end positions in the word because this information is not sufficient 
for determining the both copies and the gap of the repeat. For any real α > 1 a gapped repeat σ is called α-gapped if 
p(σ ) ≤ αc(σ ). Analogously to repetitions, we can introduce the notion of maximality for gapped repeats. A gapped repeat 
(w[i′.. j′], w[i′′.. j′′]) in w is called maximal if it satisfies the following conditions:

1. if i′ > 1, then w[i′ − 1] �= w[i′′ − 1],
2. if j′′ < n, then w[ j′ + 1] �= w[ j′′ + 1].

1 Note that the period of a square is not necessarily the minimal period of this word.
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