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For any infinite word w on a finite alphabet A, the complexity function pw of w is the 
sequence counting, for each non-negative n, the number pw (n) of words of length n on 
the alphabet A that are factors of the infinite word w and the entropy of w is the quan-
tity E(w) = lim

n→∞
1
n log pw (n). For any given function f with exponential growth, Mauduit 

and Moreira introduced in [10] the notion of word entropy EW ( f ) = sup{E(w), w ∈ A
N,

pw ≤ f } and showed its links with fractal dimensions of sets of infinite sequences with 
complexity function bounded by f . The goal of this work is to give an algorithm to esti-
mate with arbitrary precision EW ( f ) from finitely many values of f .

© 2018 Published by Elsevier B.V.

1. Introduction

This work concerns the little-explored field of word combinatorics in positive entropy, which means the study of infinite 
words on a finite alphabet with a complexity function (see Definition 2.2) of exponential growth. There are not many results 
on this topic, besides the well-known one of Grillenberger [6] who built symbolic systems of any given entropy.

Mauduit and Moreira introduced in [10] new notions in this context with the arithmetic motivation to study sets of 
numbers from the interval [0, 1] whose expansion (in a given base q) has a complexity function bounded by a given 
function f . The determination of the Hausdorff dimension of these sets gave rise to a new quantity E W ( f ), called word 
entropy of f , which turns to be equal to the topological entropy of the shift on the set of corresponding expansions.

The computation of EW ( f ) is trivial when E0( f ), the exponential growth rate of f (defined in (1)), is equal to zero or if f
is itself a complexity function. Otherwise, results can be surprising, even when f is very regular: for example, in [10] it is 
shown that for the function f defined for any non-negative integer n by f (n) = 3� n

2 � , we have EW ( f ) = log( 1+√
5

2 ). Another 
striking result (see Theorem 2.9 from [11]) says that if f verifies the quite natural conditions (C∗) (see Definition 3.2), then 
the ratio EW ( f )/E0( f ) lies always in the interval ] 1

2 , 1] and moreover we have

inf{ EW ( f )

E0( f )
), f satisfies (C∗)} = 1

2
.
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Indeed, in the overwhelming majority of cases, we do not have access to an exact value of the word entropy. Thus in this 
work we propose an algorithm to get an approximate value of the word entropy, using in depth the combinatorial properties 
of the symbolic system.

2. Definitions and notations

We denote by q a fixed integer greater or equal to 2, by A the finite alphabet A = {0, 1, . . . , q −1}, by A∗ = ⋃
k≥0

Ak the set 

of finite words on the alphabet A and by AN the set of infinite words (or infinite sequences of letters) on the alphabet A. 
More generally, if � ⊂ A∗ , we denote by �N the set of infinite words obtained by concatenating elements of �. If w ∈ AN

we denote by L(w) the set of finite factors of w:

L(w) = {v ∈ A∗, ∃ (v ′, v ′′) ∈ A∗ × AN, w = v ′v v ′′}
and, for any non-negative integer n, we write Ln(w) = L(w) ∩ An . For any Y ⊂ AN and n ∈ N we denote Ln(Y ) = ⋃

w∈Y
Ln(w). 

If w ∈ An, n ∈ N we denote |w| = n the length of the word w and if S is a finite set, we denote by |S| the number of 
elements of S . For any (a, b) ∈ R

2 with a ≤ b, we denote by �a, b� the set [a, b] ∩ Z and for any x real number, we denote 
�x� = max{n ∈ Z, n ≤ x}, �x� = min{n ∈ Z, x ≤ n} and {x} = x − �x�.

Let us recall the following classical lemma concerning sub-additive sequences due to Fekete [4]:

Lemma 2.1. If (an)n≥1 is a sequence of real numbers such that an+n′ ≤ an + an′ for any positive integers n and n′ , then the sequence ( an
n

)
n≥1 converges to infn≥1

an
n .

Definition 2.2. The complexity function of w ∈ AN is defined for any non-negative integer n by pw(n) = |Ln(w)|.

For any w ∈ AN and for any (n, n′) ∈ N
2 we have Ln+n′(w) ⊂ Ln(w)Ln′ (w) so that pw(n + n′) ≤ pw(n)pw (n′) and it 

follows from Lemma 2.1 that for any w ∈ AN , the sequence 
( 1

n log pw(n)
)

n≥1 converges to infn≥1
1
n log pw(n). We denote

E(w) = lim
n→∞

1

n
log pw(n) = htop(X(w), T )

the topological entropy of the symbolic dynamical system (X(w), T ) where T is the one-sided shift on AN and X = orbT (w)

is the closure of the orbit of w under the action of T in AN (AN is equipped with the product topology of the discrete 
topology on A, i.e. the topology induced by the distance d(w, w ′) = exp(−min{n ∈N| wn �= w ′

n})).
The complexity function gives information about the statistical properties of an infinite sequence of letters. In this sense, 

it constitutes one possible way to measure the random behaviour of an infinite sequence: see [14,5,13].

3. Exponential rate of growth and word entropy of a function

For any given function f from N to R+ , we denote

W ( f ) = {w ∈ AN, pw(n) ≤ f (n),∀n ∈N},
Ln( f ) =

⋃
w∈W ( f )

Ln(w)

and E0( f ) the limiting lower exponential growth rate of f

E0( f ) = lim
n→∞ inf

1

n
log f (n). (1)

For any (n, n′) ∈ N
2 we have Ln+n′( f ) ⊂ Ln( f )Ln′( f ) so that the sequence 

( 1
n log |Ln( f )|)n≥1 converges to

infn≥1
1
n log |Ln( f )|, which is the topological entropy of the subshift (W ( f ), T ):

htop(W ( f ), T ) = lim
n→+∞

1

n
log |Ln( f )| = inf

n≥1

1

n
log |Ln( f )|.

The notion of w-entropy (or word-entropy) of f is defined in [10] as follows:

Definition 3.1. If f is a function from N to R+ , the w-entropy (or word entropy) of f is the quantity

EW ( f ) = sup
w∈W ( f )

E(w).
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