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Abstract

An important open problem in computational complexity theory is to prove the size of circuits, namely,

Boolean circuit lower bounds, necessary to solve explicit problems. We survey learning-theoretic approaches

to proofs of Boolean circuit lower bounds in this paper. In particular, we discuss how to prove circuit lower

bounds in uniform classes by assuming (or constructing) circuit-learning algorithms in several settings, such

as the exact, probably approximately correct (PAC), and statistical query learning models.

1. Introduction

A deep understanding of the power of a non-uniform computation model such as a Boolean circuit, which

we refer to simply as a “circuit” below, is one of the central goals in the computational complexity theory.

The circuit as a computational model has some similarities to the standard computational model, the

Turing machine. It is known that circuits can efficiently simulate Turing machines, and thus, polynomial-size

circuits can simulate polynomial-time Turing machines. Conversely, Turing machines can efficiently simulate

circuits if they are given descriptions of the circuits as supplementary information, and thus, a polynomial-

time Turing machine can perform the computation of a polynomial-size circuit if the description of the

circuit is given. (For simplicity, we sometimes refer to a circuit as a family of circuits, which contains only

one circuit for each input length n ∈ N, in this paper. Precisely, the above simulation of Turing machines

is done by families of circuits.) However, circuits are known to possess some weird computational power in

some cases. While there exist problems, such as the halting problem, that no (even time-unbounded) Turing

machine can compute, every problem can be solved by an exponential-size circuit. (Precisely, each problem

can be solved by a family of exponential-size circuits.)

In addition, we can easily prove that there exists a problem that can be solved in exponential time that

no polynomial-time Turing machine can solve, i.e., EXP � P by the standard diagonalization argument,

but it is a big open problem in circuit complexity whether EXP has a hard problem against polynomial-size

circuits or not, i.e., whether EXP � SIZE(poly) or not.

However, it is difficult to imagine how the computational power of Turing machines can be enhanced by

supplementary information such as circuit descriptions in order to efficiently compute hard problems in EXP

or even NP-complete problems. It would be natural to conjecture that no polynomial-size circuit can compute

NP-complete problems. This conjecture is also connected to the major open problem NP �= P in theoretical

computer science, since we can prove NP �= P if some NP-complete problem has superpolynomial circuit

lower bounds; in other words, the size of circuits necessary to compute the problem is superpolynomial.
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