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Chen, Kitaev, Mütze, and Sun recently introduced the notion of universal partial words, 
a generalization of universal words and de Bruijn sequences. Universal partial words allow 
for a wild-card character �, which is a placeholder for any letter in the alphabet. We extend 
results from the original paper and develop additional proof techniques to study these 
objects. For non-binary alphabets, we show that universal partial words have periodic �
structure and are cyclic, and we give number-theoretic conditions on the existence of 
universal partial words. In addition, we provide an explicit construction for an infinite 
family of universal partial words over non-binary alphabets.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Universal cycles of a wide variety of combinatorial structures have been well studied [5]. The best known examples are 
the de Bruijn sequences, cyclic sequences over an alphabet A that contain each word of length n as a substring exactly once. 
For example, (00010111) is a de Bruijn sequence for A = {0, 1} and n = 3.

De Bruijn sequences can also be written as non-cyclic sequences. We denote the set of all words of length n over a finite 
alphabet A by An . A universal word for An is a word w such that each word in An appears exactly once as a substring of w . 
For example, 0001011100, 0010111000, and 1011100010 are universal words for {0, 1}3, obtained by splitting the de Bruijn 
sequence (00010111) and repeating the first n − 1 = 2 characters at the end so that the same substrings occur when read 
non-cyclically. Every universal word corresponds to a de Bruijn sequence in this way.
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The length of a universal word for An is |A|n + n − 1. It is known that universal words for An exist for any n; they can 
be found through Eulerian and Hamiltonian cycles in the de Bruijn graph [4]. However, as there are |A||A|n+n−1 words over 
A of the correct length, a brute-force search for universal words would quickly become intractable.

Now consider extending the alphabet A to A ∪{�}, where � /∈ A is a wild-card character that can correspond to any letter 
of A. Partial words are sequences of characters from A ∪{�}. Partial words are natural objects in coding theory and theoretical 
computer science. There are also applications in molecular biology and data communication [2]. For example, when repre-
senting DNA and RNA as a string for computing purposes, the � character can take the place of any unknown nucleotide.

For any partial word u, we denote by ui the ith character of u. Given partial words u and v , we say that u ⊂ v (or u is 
a factor of v , or v covers u), if u can be found as a consecutive substring of v after possibly replacing some � characters in 
v with a letter from A. Formally, u ⊂ v if there exists i such that u j = vi+ j for 1 ≤ j ≤ |u| whenever vi+ j ∈ A. For example, 
01�1 ⊂ 1�1�110, but 01�1 �⊂ 1�10110.

Chen, Kitaev, Mütze, and Sun [4] introduced the notion of universal partial words for An , generalizing universal words.

Definition 1.1. A universal partial word for An is a partial word w that covers each word in An exactly once.

For example, ��0111 is a universal partial word for {0, 1}3. Allowing �’s decreases the number of characters required to 
cover all words of length n, so universal partial words may be useful in questions related to storing information in compact 
form. Trivially, �n is a universal partial word for An for any A and n. A universal partial word w is called trivial if all of 
its characters are diamonds (w = �n) or none are (i.e. w is a universal word for An). We are interested in the existence of 
nontrivial universal partial words.

To begin, we present some preliminaries in Section 2. In Section 3, we generalize the single-diamond study of [4] to 
single strings of diamonds, and prove the following result:

Theorem 3.4. For |A| ≥ 2 and 2 ≤ k ≤ n/2, there does not exist a universal partial word w = u�k v where u and v are (possibly 
empty) words.

Every universal word can be made into a de Bruijn sequence by deleting the last n − 1 characters, which are the same 
as the first n − 1 characters. We call a universal partial word cyclic if its first and last n − 1 characters are the same and 
non-overlapping, so that deleting the last n − 1 characters and then reading cyclically yields the same substrings. In this 
sense, every universal word is cyclic, but some universal partial words over {0, 1}, such as ��0111, are not. We prove in 
Section 4 that all non-binary universal partial words are cyclic.

Theorem 4.8. If w is a nontrivial, non-binary universal partial word for An, then w is cyclic.

The possible diamond structures of non-binary universal partial words are more limited than when considering the 
binary case, which both restricts the possible lengths of universal partial words and gives rise to number theoretic conditions 
limiting their existence.

In Section 5, we show that there are no nontrivial universal partial words for n ≤ 3 over non-binary alphabets. For n = 4, 
there are no universal partial words over alphabets of odd size. However, we show the following:

Theorem 5.2. For any alphabet A of even size, there exists a nontrivial universal partial word for A4.

In Section 5, we give an explicit construction for words of this type. They are the first known nontrivial, non-binary 
universal partial words. Finally, in Section 6, we discuss some open questions.

2. Preliminaries

An alphabet A is a set of symbols, which we call letters. A character is a letter or �. Throughout this paper, we will denote 
the size of the alphabet A by a and assume without loss of generality that the alphabet is {0, 1, . . . , a − 1}.

A word over an alphabet A is a sequence of letters. A partial word is a sequence of characters from A ∪ {�}. Note that a 
word cannot contain a �; we sometimes use the term total word instead of word for emphasis.

Note that if w is a universal partial word for An , then the reverse of w is as well. We will refer to this as the reversal 
property. Permuting the letters of A in w also yields a universal partial word.

Given a universal partial word w , a window of w is a string of n consecutive characters in w . The frame of a partial word 
is the word over {_, �} obtained by replacing all letters from A by the “_” character. For example, the partial word xy�z�
has frame _ _ � _ �. A window frame is the frame of a window. In the above example, if n = 3, the second window is y�z, 
and the second window frame is _ � _.

Theorem 4.1 shows that when a ≥ 3, every window has the same number of diamonds, so for a universal partial word w
over a non-binary alphabet, we define the diamondicity of w as the number of diamonds that appear in any window of w . 
Furthermore, some universal partial words over binary alphabets also have well-defined diamondicity.
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