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a b s t r a c t 

With increases of display resolution and graphical quality demands, global illumination techniques are 

sought after to meet such demands. However, global illumination algorithms have a long processing time 

on mobile devices, such as smartphones or tablet PCs. Besides the performance issue, the algorithms 

consume a large amount of battery-powered energy. The performance and energy consumption have a 

trade-off relationship. The dynamic voltage and frequency scaling (DVFS) algorithms control the balance 

between the performance and the energy consumption by adjusting the GPU and CPU’s frequencies. To 

improve the performance of the global illumination algorithm and reduce the high energy consumption 

of the current DVFS algorithm, we suggest new algorithms with new metrics for estimating the amount 

of workload for GPUs as well as their memory workload. Using our new DVFS algorithms, we increase the 

energy efficiency, the performance per watt, of a global illumination algorithm by 33.59% in comparison 

to a conventional general-purpose DVFS algorithm, without modifying the underlying algorithm core. 

© 2017 Published by Elsevier Ltd. 

1. Introduction 1 

The display resolutions of mobile devices have increased signif- 

Q2 

2 

icantly over the last decade. For example, the resolution of Nexus 3 

One was WVGA (800 × 480) in 2010, but those of Nexus 5X and 4 

Nexus 6P were QHD (1440 × 2560) and FHD (1080 × 1920) in 2015. 5 

In addition, an increasing number of graphics-intensive software, 6 

such as video games, graphical user interfaces, and augmented re- 7 

ality (AR) and virtual reality (VR) applications require realistically 8 

rendered scenes on mobile devices. Global illumination could ful- 9 

fill these requirements for high-quality images, and research effort s 10 

have been made also for mobile devices [1–4] . Further, global il- 11 

lumination techniques for rapidly generating high-quality images 12 

on mobile devices demand more research effort s [1-4] . However, 13 

real-time global illumination on mobile devices is still challeng- 14 

ing even with the recent hardware improvements and GPGPU lan- 15 

guages such as OpenCL that enable the use of mobile GPU for 16 

general-purpose computation besides rasterization-based graphic 17 

rendering. 18 

The form factor and thermal problems limit the performance 19 

of mobile GPUs, as mobile devices are designed to be small for 20 

portability. Thus, it is hard to house a cooling fan inside the mobile 21 
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processor. The limited battery power is another factor that hin- 22 

ders the high-performance of mobile GPUs because the battery is 23 

drained in a short time if it has to continuously supply power to 24 

drive the high-performing GPU. Owing to these performance limi- 25 

tations, it is quite challenging to execute complex rendering algo- 26 

rithms, such as global illumination, on mobile devices. 27 

Besides the low-performance problem, energy consumption is 28 

another important issue to consider for global illumination on mo- 29 

bile devices, as battery technologies have been relatively slowly 30 

improved compared to computational and graphical processing 31 

technologies such as those for the CPUs and GPUs. For instance, 32 

if we use global illumination on off-the-shelf, mobile GPUs to gen- 33 

erate an image from a small-sized scene consisting of only tens of 34 

triangles, the mobile device can last for less than 5 h . Due to the 35 

necessity for power-efficient rendering, power-saving surface and 36 

volume rendering techniques have been proposed recently [5,6] . 37 

GPUs use dynamic voltage and frequency scaling (DVFS) tech- 38 

nology to minimize battery consumption. Conventional DVFS algo- 39 

rithms predict the GPU workloads based on the old utilizations of 40 

the GPU and its working time within a given period, and adjust 41 

the GPU’s voltage and frequency after comparing the old utiliza- 42 

tion with a hand-tuned threshold value, a criterion for determin- 43 

ing the frequency. DVFS technology successfully ensures energy- 44 

saving with minor performance decreases, as observed in many 45 

past research works [7,8] . In addition, most current mobile devices 46 

employ this technology. 47 
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However, the existing DVFS mechanism does not work well for 48 

global illumination algorithms. For instance, the GPU’s old utiliza- 49 

tions may not adequately represent the amount of work that the 50 

GPU needs to process currently, since the utilizations may include 51 

redundancies; for instance, the GPU waits for completing irregular 52 

memory requests including traversing a bounding volume hierar- 53 

chy (BVH) for testing intersections between rays and objects. 54 

Our paper offers the following contributions to global illumi- 55 

nation on mobile devices. First, we propose a novel mathemati- 56 

cal model for better estimating a GPU’s workload for global illu- 57 

mination, which does not depend on any hardware-specific per- 58 

formance counters. As a result, this model can be applied to any 59 

GPUs or even to CPUs. Second, we propose novel DVFS algorithms 60 

that control the voltages and the frequencies of GPU as well as its 61 

memory with the proposed estimation model, and a new metric 62 

for the GPU workload. As a result, using our new DVFS algorithm, 63 

the total energy efficiency, that is, the performance per watt, in- 64 

creases by more than 33.59% for global illumination in comparison 65 

to a conventional, interval-based DVFS algorithm. 66 

The rest of this paper is organized as follows. Section 2 de- 67 

scribes the global illumination for mobile devices and a DVFS as 68 

related works. Section 3 describes our analysis for improving the 69 

energy-efficiency of the global illumination and their rationales. 70 

Section 4 details our DVFS algorithms. Section 5 implements the 71 

global illumination and the DVFS algorithms on mobile devices 72 

and discusses their energy consumption and the performance. 73 

Section 6 draws the conclusion. 74 

2. Related works 75 

In this section, we describe prior works related to our DVFS 76 

work for global illumination. 77 

2.1. Global illumination and path tracing 78 

Monte Carlo path tracing can be used to render an image with 79 

a photorealistic quality [9] . Path tracing is the most popular choice 80 

today owing to its robustness and efficiency, although there are 81 

studies on more sophisticated algorithms [10,11] . It solves the ren- 82 

dering equation using Monte Carlo integration, which is done by 83 

casting random rays. 84 

One of the most computationally expensive operations in 85 

the path tracing algorithm is ray-object intersection. Acceleration 86 

structures such as the BVH [12] or Kd-Tree [13] are often used to 87 

make this operation faster. With the computational power of GPUs, 88 

path tracing can be executed at an interactive speed [14] . However, 89 

it is still challenging to run path tracing on mobile devices, and 90 

thus, dedicated hardware has been introduced [1-3] for mobile de- 91 

vices, or image quality is sacrificed [4] . 92 

In this paper, we will use a concept of the original path trac- 93 

ing and improve its run-time performance while minimizing its 94 

energy consumption using DVFS. Additionally, our technique can 95 

be applied to other advanced algorithms such as bidirectional path 96 

tracing or the Metropolis light transport (MLT) algorithm. 97 

2.2. Dynamic voltage and frequency scaling (DVFS) 98 

On mobile devices powered by battery, the relationship be- 99 

tween the consumed energy E of CPU or GPU, and its power con- 100 

sumption P , working time t , voltage V , and frequency F can be cap- 101 

tured by the following Eq. (1) [15] : 102 

E = P t = cV 

2 F t. (1) 

Here, c is a constant specific to CPU or GPU. Even though the 103 

voltage, V , is not directly proportional to the frequency, F , a higher 104 

frequency requires a higher voltage for the device’s stable opera- 105 

tion. Thus, as the frequency increases, the consumed power, and 106 

energy increase quadratically, but the performance increases lin- 107 

early [16] . Thus, it is important to determine the optimal frequency 108 

and voltage to process given GPU workloads while minimizing the 109 

consumed energy and maximizing the performance according to 110 

Eq. (1) . 111 

The interval-based DVFS algorithm periodically measures the 112 

GPU’s working time. Utilization U i is defined as the working time 113 

over a unit time interval. The algorithm uses an averaged utiliza- 114 

tion over the past n time periods for predicting a future one, U i +1 . 115 

U i +1 is predicted by Eq. (2) where T i , w i and n are a time interval, 116 

the running time on GPUs and the window size, respectively. 117 

U i +1 = 

1 

n 

n −1 ∑ 

j=0 

w i − j 

T i − j 

when i ≥ n − 1 (2) 

After the future utilization U i +1 is predicted using Eq. (2) , it is 118 

compared with system-defined thresholds; if U i +1 is less than a 119 

down-threshold, the frequency decreases; if it is higher than an 120 

up-threshold, the frequency increases; otherwise, the current fre- 121 

quency is retained. 122 

Another class of DVFS algorithms known as inter-task algo- 123 

rithms investigates source codes, dynamically profile the real- 124 

time hardware information, and determine the frequency [17] . The 125 

intra-task algorithms monitor a single task or a process and deter- 126 

mine the frequency [18] . 127 

Among these different types of DVFS algorithms, most of the 128 

recent GPU kernel drivers embed interval-based DVFS algorithms 129 

with the window size 1. 130 

3. Analysis and modeling of DVFS for path tracing 131 

This section describes the characteristics of path tracing and 132 

their impacts upon interval-based DVFS. 133 

3.1. Analysis of path tracing for DVFS 134 

Path tracing typically requires four processes: ray generation, 135 

tree (Kd-tree or BVH) traversal, intersection tests, and shading. 136 

Monte Carlo sampling in path tracing makes the hit ratio of a 137 

cache low due to incoherent memory accesses. Moreover, path 138 

tracing on GPU uses a vast number of work-items (e.g. 230,400) 139 

that also increases the number of memory accesses. Moreover, the 140 

cache size in mobile GPU is small compared to desktop GPU. As 141 

a result, path tracing on mobile GPU results in low performance 142 

while consuming high energy. 143 

Besides the memory access issue, using conventional DVFS al- 144 

gorithm, Fig. 1 shows an example where three DVFS time intervals 145 

are required to draw a single frame. The path tracing algorithm 146 

starts at T 1 1 , but the GPU cannot finish the entire tasks and the 147 

DVFS time interval is expired, and the frequency is adjusted. At 148 

T 1 
2 

, the GPU can finish all and becomes idle. At the end of T 1 
2 

, 149 

the time interval is expired again, and frequency is also adjusted 150 

again. At T 1 3 , the GPU becomes busy again because it should draw 151 

the shaded colors back into a display. 152 

DVFS algorithms periodically control voltage and frequency 153 

for GPUs as well as for memory bus, based on a history of 154 

old utilizations to save battery power. However, naive interval- 155 

based DVFS might incorrectly affect performance as well as en- 156 

ergy consumption of the path tracing since GPU is designed for 157 

rasterization-based graphics. 158 
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