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a b s t r a c t

Minimizing latency is of primary importance for data aggregation which is an essential
application in wireless sensor networks. Many fast data aggregation algorithms under
the protocol interference model have been proposed, but the model falls short of being
an accurate abstraction of wireless interferences in reality. In contrast, the physical inter-
ference model has been shown to be more realistic and has the potential to increase the
network capacity when adopted in a design. It is a challenge to derive a distributed solution
to latency-minimizing data aggregation under the physical interference model because of
the simple fact that global-scale information to compute the cumulative interference is
needed at any node. In this paper, we propose a distributed algorithm that aims to mini-
mize aggregation latency under the physical interference model in wireless sensor net-
works of arbitrary topologies. The algorithm uses O(K) time slots to complete the
aggregation task, where K is the logarithm of the ratio between the lengths of the longest
and shortest links in the network. The key idea of our distributed algorithm is to partition
the network into cells according to the value K, thus obviating the need for global informa-
tion. We also give a centralized algorithm which can serve as a benchmark for comparison
purposes. It constructs the aggregation tree following the nearest-neighbor criterion. The
centralized algorithm takes O( logn) and O(log3 n) time slots when coupled with two exist-
ing link scheduling strategies, respectively (where n is the total number of nodes), which
represents the current best algorithm for the problem in the literature. We prove the
correctness and efficiency of our algorithms, and conduct empirical studies under realistic
settings to validate our analytical results.

� 2011 Elsevier B.V. All rights reserved.

1. Introduction

Data aggregation is a habitual operation of many wireless
sensor networks, which transfers data (e.g., temperature)
collected by individual sensor nodes to a sink node. The
aggregation typically follows a tree topology rooted at the
sink. Each leaf node would deliver its collected data to its
parent node. Intermediate sensor nodes of the tree may
optionally perform certain operations (e.g., sum, maximum,

minimum, mean, etc.) on the received data and forward the
result. Because the wireless medium is shared, transmis-
sions to forward the data need to be coordinated in order
to reduce interference and avoid collision. The fundamental
challenge can be stated as: How can the aggregation trans-
missions be scheduled in a wireless sensor network such
that no collision may occur and the total number of time
slots used (referred to as aggregation latency) is minimized?
This is known as the Minimum-Latency Aggregation Schedul-
ing (MLAS) problem in the literature [1–5].

The MLAS problem is typically approached in two steps:
(i) data aggregation tree construction and (ii) link trans-
mission scheduling. For (ii), we assume the simplest mode
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in which every non-leaf node in the tree will make only
one transmission, after all the data from its child nodes
have been received. A correct solution to the MLAS problem
requires that no concurrent transmissions interfering with
each other should take place. If steps (i) and (ii) are carried
out simultaneously in a solution, we have a ‘‘joint’’ design.

To model wireless interference, existing literature
mostly assume the protocol interference model, in which a
transmission is successful if and only if its receiver is with-
in the transmission range of its transmitter and outside the
interference range of any other concurrent transmitters.
The best results known for the MLAS problem or similar
problems ([2–5]) under the protocol interference model
bound the aggregation latency in O(D + R) time slots,
where R is the radius of the sensor network in hops and
D is the maximal node degree (i.e., the maximum number
of nodes in any node’s transmission range). The protocol
interference model however has been found to be too sim-
plistic and cannot serve as an accurate abstraction of wire-
less interferences. Instead, the physical interference model
[6], which captures the reality more accurately, is becom-
ing more popular. Little research however has so far been
done to address the MLAS problem under the physical
interference model.

The protocol interference model considers only inter-
ferences within a limited region, whereas the physical
interference model tries to capture the cumulative inter-
ference due to all other concurrently transmitting nodes
in the entire network. More precisely, in the physical inter-
ference model, the transmission of link eij can be successful
if the following condition regarding the Signal-to-Interfer-
ence-Noise-Ratio (SINR) is satisfied:

Pij=da
ij

N0 þ
P

egh2Kij�feijgPgh=da
gj

P b: ð1Þ

Here Kij denotes the set of links that transmit simulta-
neously with eij. Pij and Pgh denote the transmission power
at the transmitter of link eij and that of link egh, respec-
tively. dij (dgj) is the distance between the transmitter of
link eij (egh) and the receiver of link eij. a is the path loss ra-
tio, whose value is normally between 2 and 6. N0 is the
ambient noise. b is the SINR threshold for a successful
transmission, which is at least 1.

We give an example, in Fig. 1, to demonstrate the
advantage of the physical interference model over the tra-
ditional protocol interference model, with which the net-
work capacity is underestimated (data aggregation time
is longer). In the figure, six nodes are located on a line,
where sink a aggregates data from the other five nodes,
b–f. The number on a link is the distance between the
two nodes joined by the link. Under the protocol interfer-
ence model, any two concurrent transmissions conflict
with each other, and therefore five time slots are needed
to aggregate all the data to the sink a, such as by the se-
quence f ? e ? d ? c ? b ? a. On the other hand, with

the physical interference model, three time slots are en-
ough: at time slot 1, the transmissions b ? a, d ? c, and
f ? e can be scheduled concurrently, using transmission
power 2N0b 16a. At time slots 2 and 3, e ? c and c ? a
can be scheduled consecutively with transmission power
N0b6a and N0b24a, respectively. It can be easily verified
that the above link scheduling and power assignment sat-
isfy the SINR condition (1) at each receiver under typical
network settings, e.g., a = 4 and b = 1. In this paper, we
investigate the MLAS problem under the physical interfer-
ence model.

A solution to the MLAS problem can be a centralized
one, a distributed one, or mixed. For a large sensor net-
work, a distributed solution is certainly the desired choice.
Distributed scheduling algorithm design is significantly
more challenging with the physical interference model,
as ‘‘global’’ information in principle is needed by each node
to compute the cumulative interference at the node. We
are only aware of one study [7] which presents a distrib-
uted solution to the MLAS problem under the physical
interference model; they derived a latency bound of
O(D + R) in a network, where sensors are uniformly ran-
domly deployed. One of the drawbacks of this work is that
the efficiency guarantee is not provided for arbitrary
topologies.

In this paper, we tackle the minimum-latency aggrega-
tion scheduling problem under the physical interference
model by designing both a centralized and a distributed
scheduling algorithm. Our algorithms are applicable to
arbitrary topologies. The distributed algorithm we propose,
Cell-AS, circumvents the need to collect global interference
information by partitioning the network into cells accord-
ing to a parameter called the link length diversity (K),
which is the logarithm of the ratio between the lengths
of the longest and the shortest links. Our centralized algo-
rithm, NN-AS, combines our aggregation tree construction
algorithm with either one of the link scheduling strategies
proposed in [8,9] to achieve the best aggregation perfor-
mance in the current literature. Our main focus in this pa-
per is on the distributed algorithm; the centralized
algorithm is included for completeness and to serve as a
benchmark in the performance comparison. For situations
in practice, where centralization is not a problem, the cen-
tralized algorithm may be a useful choice.

We conduct theoretical analysis to prove the correct-
ness and efficiency of our algorithms. We show that the
distributed algorithm Cell-AS achieves a worst-case aggre-
gation latency bound of O(K) (where K is the link length
diversity), and the centralized algorithm NN-AS achieves
worst-case bounds of O(logn) and O(log3 n) when coupled
with the link scheduling strategies in [8,9], respectively
(where n is the total number of sensor nodes). In addition,
we derive a theoretically optimal lower bound for the
MLAS problem under any interference model—log (n). Gi-
ven this optimal bound, the approximation ratios are
O(K/logn) with Cell-AS, O(1) with NN-AS and the link sched-
uling in [8], and O(log2 n) with NN-AS and the link schedul-
ing in [9]. We also compare our distributed algorithm with
Li et al.’s algorithm in [7] both analytically and experimen-
tally. We show that both algorithms have an O(n) latency
upper bound in their respective worst cases, while Cell-ASFig. 1. A data aggregation example.
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