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a b s t r a c t

Network Virtualization promotes the development of new architectures and protocols by en-

abling the creation of multiple virtual networks on top of the same physical substrate. One of

its main advantages is the use of isolation to limit the scope of attacks – that is, avoiding traf-

fic from one virtual network to interfere with the others. However, virtual networks are still

vulnerable to disruptions on the underlying network. Particularly, high capacity physical links

constitute good targets since they may be important for a large number of virtual networks.

Previous work protects virtual networks by setting aside backup resources. Although effective,

this kind of solution tends to be expensive, as backup resources increase the cost to infras-

tructure providers and usually remain idle. This paper presents ORE (opportunistic resilience

embedding), a novel embedding approach for protecting virtual links against substrate net-

work disruptions. ORE’s design is two-fold: while a proactive strategy embeds each virtual link

into multiple substrate paths in order to mitigate the initial impact of a disruption, a reactive

one attempts to recover any capacity affected by an underlying disruption. Both strategies are

modeled as optimization problems. Additionally, since the embedding problem is NP-Hard,

ORE uses a simulated annealing-based meta-heuristic to solve it efficiently. Numerical results

show that ORE can provide resilience to disruptions at a lower cost.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

The Network Virtualization paradigm aims to simplify the

development of new architectures and protocols. In particu-

lar, it allows networks to coexist over a shared physical in-

frastructure [1]. One of the main advantages of this paradigm

is the use of isolation to limit the scope of attacks. This can

be achieved by creating different, isolated virtual networks
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for each task or service so that traffic from one virtual net-

work does not interfere with the others [2].

In this paradigm, the physical infrastructure (also referred

to as the substrate network) may embed1 virtual networks

in an on-demand manner [3]. To guarantee isolation, a sub-

strate network administrator may perform admission control

to each virtual network. In particular, it assigns shared phys-

ical resources to each virtual node and link of a virtual net-

work. Hereafter, the term virtual network embedding (VNE)

will denote this process or the phase.

During VNE, several virtual networks are overlaid in spe-

cific regions of the substrate network [4]. From a security

1 The terms embed, map and allocate will be used interchangeably.
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perspective, this characteristic makes virtual networks more

vulnerable to disruptions in the physical infrastructure. In

particular, VNE tends to increase the dependency on a small

set of physical resources. Hence, a failure (or a successful at-

tack) on a physical link can affect a large number of virtual

networks.

Previous research tackled this problem by setting aside

extra resources as backup [5–9]. This type of strategy may not

be affordable since backup resources are not used for new al-

locations. Therefore, these approaches can reduce the ability

of the network to handle new requests.

In this paper, we propose a novel embedding approach

that optimistically improves the resilience of virtual net-

works without expending additional resources. Our ap-

proach is composed of two complementary optimization

strategies, one proactive and the other reactive. The proac-

tive strategy attempts to mitigate the initial impact of an at-

tack by embedding each virtual link into multiple paths, thus

preventing the virtual links from losing all their capacity.

The reactive strategy aims at partially or fully recovering any

capacity lost due to failures or compromised by attacks. To

achieve this goal, the set of unaffected paths (if such paths

exist) is used to opportunistically recover the compromised

capacity. The design of opportunistic resilience embedding

(ORE) is inspired by known restoration techniques (i.e., those

applied to traditional networks for improving survivability).

The first strategy requires solving the VNE problem. In

a previous work [10], a mixed-integer programming (MIP)

formulation of a variation of this strategy was presented.

Yet, since the VNE problem is NP-Hard [11–14], MIP mod-

els cannot scale to solve large problems. Hence, to achieve

solutions within a reasonable timeframe, we use a simu-

lated annealing-based metaheuristic. It runs efficiently and

provides near-optimal solutions, converging toward a global

optimum. The second strategy requires solving a max-flow

problem over a set of pre-computed paths (i.e., those com-

puted by the first strategy). We present a linear programming

formulation to solve this problem.

The main contributions of this paper are summarized as

follows:

• We present the design and implementation of a novel

virtual network embedding algorithm, ORE. In contrast

to the previous work, ORE does not make use of ded-

icated backup resources. Instead, ORE attempts to at-

tain efficient resource utilization to the substrate net-

work and resilience to the virtual links together. To our

knowledge, ORE is the first approach to integrate embed-

ding and restoration for virtual networks and analyze its

advantages;

• ORE’s strategies are modeled as optimizations problems.

The proactive strategy is implemented with a simulated

annealing-based algorithm, which achieves near-optimal

solutions at a reasonable computing time. The reactive

strategy is modeled as a linear programming (LP) prob-

lem, which is solved optimally and efficiently;

• Through simulation studies, we measured benefits of

our approach. Based on our experimental studies, we

found that ORE can reduce both bandwidth loss and

severity of disruptions by increasing the number of

paths used per virtual link. Further, when compared to

backup-oriented schemes, ORE achieves a higher accep-

tance rate.

The rest of the paper is organized as follows: Section 2

introduces preliminary concepts and assumptions that

will be used throughout the paper. ORE is described in

Sections 3 and 4; Section 3 provides and overview of the

ORE’s design, while Section 4 describes the implementation

of both the proactive and the reactive strategies. Section 5

discusses numerical results, Section 6 reviews related work,

and Section 7 concludes this paper.

2. Preliminaries

2.1. Virtual network embedding problem

The virtual network embedding (VNE) problem emerges

from the interaction between virtual networks and the under-

lying substrate network. In short, it consists of an efficient al-

location of virtual network topologies on top of the substrate

network. Efficiency comes from the goal of maximization or

minimization of an objective as defined by the owner of the

substrate network, subject to satisfying demands imposed

by an SLA agreed upon between the owners of the virtual

networks and the substrate network provider. Depending on

the requirements and the purpose of the virtual networks,

the problem is to be solved either in real-time, or offline

ahead of time. If virtual network requests arrive on-demand

without any prior knowledge, they are to be allocated in

real-time or near real-time; on the other hand, if demand is

known beforehand for a future request, the problem can be

solved offline ahead of time so that virtual networks can be

allocated.

In general, each virtual network is composed of a vir-

tual topology (interconnected by virtual routers and virtual

links) and a variety of requirements. The substrate network

is composed of substrate routers, which support a virtualiza-

tion technology, interconnected by substrate links. Both sub-

strate routers and substrate links have attributes and con-

straints (e.g., router CPU capacity, link bandwidth capacity)

that dictate which features are available to the overlay virtual

networks [15]. Therefore, virtual networks are free to imple-

ment potentially arbitrary services, as long as the substrate

network is capable of offering the necessary features.

In order to match virtual requirements with substrate ca-

pabilities and achieve optimal utilization of resources, the

substrate network administrator invokes an allocation pro-

cess. This process consists of selecting feasible substrate de-

vices and assigning shares of their resources to the over-

laid virtual networks [13,16,17]. Thus, each virtual node is

mapped to a substrate node that supports all requirements;

likewise, each virtual link is mapped to a substrate link or

a continuous, loop-free substrate path that supports all re-

quirements. Additionally, the endpoints of the substrate link

(or path) selected to embed a virtual link should be the sub-

strate nodes embedding the endpoints of the virtual link.

Fig. 1 exemplifies possible mappings of two virtual net-

works into a substrate network. Note that the example is

not exhaustive in terms of all possible mappings; rather, it

is meant to illustrate a VNE scenario. For simplicity, this

figure represents resources used by slices on the substrate
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