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A B S T R A C T

Congestion-aware routing algorithms attempt to have more diversity in routes to be chosen and
avoid congested areas in networks-on-chip. In this paper, a novel fully adaptive congestion-aware
routing algorithm called zigzag routing algorithm (ZRA) along with a new load-balanced method
is proposed. ZRA presents a new way for transmitting congestion information, which allows a
better view on congestion compared to other algorithms. Furthermore, the load-balanced method
recognizes a forbidden area in the network according to betweenness centrality parameter.
Fortifying ZRA with this novel load-balanced scheme yields more improvement in performance
compared with the previous work. On average, we have accomplished 20.8% and 12.4% im-
provement in SPLASH-2 benchmark in contrast to DyAD and CATRA algorithms, respectively. It
can be claimed that the proposed routing scheme does not consume more power than DyAD and
CATRA. Moreover, a new parameter is suggested for comparing load-balanced algorithms, called
the variance of crossbar activity.

1. Introduction

In recent years, network-on-chip (NoC) has been a suitable alternative to bus-based and peer-to-peer architectures for commu-
nicating among IPs in systems-on-chip (SoC). NoC allows the system to send data between multiple pairs of cores simultaneously.
Additionally, in a system with a network-based design, there is no need for changing and redesigning the entire infrastructure when a
new core is added. This advantage, called scalability, is very important in computer systems [1]. According to the International
Technology Roadmap for Semiconductors (ITRS) report in 2011, multi-core systems-on-chip (McSoCs) might accumulate up to
hundreds of connected cores on a chip using NoC communication infrastructure [2]. On the other hand, with applications getting
more complex, the number of the packets moving through the network increases [3], the network congestion be remarkably in-
creased. Due to numerous problems caused by congestion in the network, it is vital to set policies to control it on NoCs.

In a network, congestion occurs when the demand on a network component such as node or link exceeds its capacity. Packets
whose destination is a congested node are forced to remain in their position and hold onto the resources they have occupied. Hence,
all packets in that region face shortage in resources and get congested [4]. In other words, congestion in this case spreads in the
network like a tree, which called congestion tree. Generally, congestion in the NoC increases the time for the packets to reach the
destination. Thus, the network delay will increase and network performance will decrease, which increases the power consumption
[5]. Average latency increase, performance decrease and increased power consumption is not acceptable in NoCs. There are various
ways in which congestion can be controlled in NoC including the use of congestion-aware adaptive routing algorithms [6], dynamic
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change of packet injection rate [7], improvement in router architecture [8], adding more buffers to the routers [1], altering buffer
structure [9], allocating dynamic memory to buffers [10,11], using mathematical modeling [12], etc. Some of these methods such as
those working on the size of buffer incur a great hardware overhead. Moreover, some methods such as changing packet injection rate
are only feasible under certain circumstances. One of the best methods with the least overhead is using a congestion-aware routing
algorithm. In this paper, a novel congestion-aware algorithm is proposed to control the congestion problem in NoC.

Routing algorithms are divided into two classes: deterministic and adaptive. The difference between these algorithm classes is in
the path they choose among all the possible routes from source node to destination node. In deterministic routing algorithms,
although there are many routes to be taken, the route is not selected according to the network states. Even though these algorithms
have simple logical circuits, they perform very poorly in coming across a situation of load imbalance. Oblivious algorithms are one of
the types of deterministic routing. In these algorithms, there is a variety of choices in routes, and the new packet might not be sent
over the same route as the previous packet, while the decision they make is not based on network state. In other words, as inferred
from the name of these algorithms, they are oblivious to the state of the network regarding congestion or fault, and randomly choose
one of the possible routes from source to destination. Another class of routing algorithms includes adaptive algorithms. These
algorithms adapt themselves to the state of the network. For instance, when the network is congested, only less congested routes are
chosen by routing algorithms for delivering packets to the destination nodes. Therefore, they have better performance in congestion
states, despite having more complex logical circuits than deterministic algorithms [13]. From another perspective, routing algorithms
are divided into two groups: minimal and non-minimal. Minimal algorithms choose a route from a set of shortest paths between
source and destination. In non-minimal algorithms, any route can be chosen from the possible routes regardless of its length. Non-
minimal algorithms have better load distribution compared to minimal algorithms. Not only they benefit from more variety in
selecting packet routes, but they also suffer from livelock and circuit complexity issues. Thus, they might choose a path that could get
the packet even farther from destination [14].

Effective adaptive routing algorithms can have a crucial role in solving the congestion issue. These algorithms can prevent packets
from crossing congested regions by adaptively changing their paths so that these packets reach their destination with less latency and
congested nodes exit congestion state faster. In addition, network load will be efficiently distributed in the network. Proper balance in
the network can decrease the power consumption as well [15].

The organization of the paper is structured as follows. The related literature is reviewed in Section 2. In Section 3, a novel
congestion-aware adaptive routing algorithm as well as a new load distribution scheme is presented. In Section 4, performance
evaluation results are explained. Finally, in Section 5, the concluding remarks are drawn.

2. Related work

This section has been devoted to study the routing algorithms, which have been previously proposed to solve the congestion
problem. All these algorithms are adaptive and congestion-aware, but they are different from each other in some aspects.

The congestion-aware algorithms presented so far are categorized based on many aspects. Different algorithms vary in the
parameter they take as congestion metric. According to this parameter, the algorithm concludes whether a node is congested or not.
Some algorithms consider the occupancy level of the router input and output buffers to be their congestion metric [16,17], some take
the amount of requests to arbiter [18] as a metric, others take the amount of empty virtual channels (VCs) [17] and some, a
combination of the former two factors [18]. Another important parameter is the propagation extent of congestion information in the
network. According to this criterion, algorithms are classified into three groups of local, regional, and global. In local algorithms,
congestion information is propagated only to the neighboring nodes. From this category of algorithms DyAD [6] and DyXY [16] could
be noted. Thus, each node only has access to the congestion information of its neighbors to decide on the routing of the next packet.
For example, in DyXY, each node evaluates congestion of its neighbors and sends the packet to its least congested neighbor. In this
method, the congestion metric is the number of full cells in the input buffer.

Selecting the route based on the congestion information of neighboring nodes might lead to wrong decisions because congestion
might exist in a farther distance, of which the current node is not aware. Therefore, the next generation of congestion-aware al-
gorithms called regional algorithms that propagate congestion information to more than adjacent nodes. In regional algorithms,
compared to local algorithms, each node holds more information about the network to make decisions. However, in both algorithms,
the nodes do not have access to all congestion information of all network nodes. RCA was the first regional algorithm [14], which was
introduced in 2008 by Gratz et al. In this paper, three methods are suggested for transmitting congestion information, namely,
RCA1D, RCA Fanin, and RCA Quadrant. RCA1D is a simple design that accumulates and propagates congestion information in-
dependently along each dimension. RCA1D provides network with a magnificent vision along each axis, but does not directly specify
state and direction of the network in central nodes. In RCA Fanin, the congested information in an axis is added to the congestion
information of orthogonal direction. As a result, the router is provided with more information about the network. The problem,
however, is that gathering information from the exclusively mutual quadrants might result in false information. Therefore, the
method of RCA Quadrant is proposed where two different values are received, updated and propagated in each network interface,
since each port belongs to two quadrants. This has led to higher wiring and logic complexity in comparison to RCA1D and RCA Fanin.

Although RCA is the first logical transmission method, it suffers from two great defects. First, it overlooks destination location to
collect information. For example in RCA1D technique, the routers always gather information about five neighbors in each axis, and
decide accordingly. There will not be any problem, as long as the distance between source and destination on each axis is more than
five hops. However, the destination is less than five hops away from the source on an axis; the congestion information of the nodes
located farther from the destination on the same axis might interfere with decision making. The second problem with RCA1D is that
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