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a b s t r a c t

Benchmarks enable the comparison of computer-based systems attending to a variable set of criteria, such as

dependability, security, performance, cost and/or power consumption. It is not despite its difficulty, but rather

its mathematical accuracy that multi-criteria analysis of results remains today a subjective process rarely ad-

dressed in an explicit way in existing benchmarks. It is thus not surprising that industrial benchmarks only

rely on the use of a reduced set of easy-to-understand measures, specially when considering complex sys-

tems. This is a way to keep the process of result interpretation straightforward, unambiguous and accurate.

However, it limits at the same time the richness and depth of the analysis process. As a result, the academia

prefers to characterize complex systems with a wider set of measures. Marrying the requirements of industry

and academia in a single proposal remains a challenge today. This paper addresses this question by reducing

the uncertainty of the analysis process using quality (score-based) models. At measure definition time, these

models make explicit (i) which are the requirements imposed to each type of measure, that may vary from

one context of use to another, and (ii) which is the type, and intensity, of the relation between considered

measures. At measure analysis time, they provide a consistent, straightforward and unambiguous method to

interpret resulting measures. The methodology and its practical use are illustrated through three different

case studies from the dependability benchmarking domain, a domain where various different criteria, in-

cluding both performance and dependability, are typically considered during analysis of benchmark results..

Although the proposed approach is limited to dependability benchmarks in this document, its usefulness for

any type of benchmark seems quite evident attending to the general formulation of the provided solution.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Benchmarks are well-known tools to compare and select dis-

tributed systems mainly attending to their performance, cost and

power consumption. Standardization bodies, such as the Transaction

Processing Performance Council (TPC, 2013), currently propose a set

of representative (since widely accepted by the community) bench-

marks for distributed systems. In the last decade, some initiatives

have addressed the challenging goal of including the evaluation of

dependability and security properties in conventional benchmarks.

Resulting benchmarks are typically called dependability benchmarks.

Like in conventional benchmarks, controllability and repeatability

of experiments and interpretation of results are essential in depend-
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ability benchmarks (DBench, 2003; Almeida et al., 2010; Ceccarelli,

2012). To date, most of the efforts done in the community around

this topic have been oriented towards providing controllability and

repeatability of experiments. These efforts can be understood given

the need to obtain the same (or at least statistically similar or com-

parable) experimental measures when the same experimental setup

is considered.

However, and without taking importance away from this point,

controllability and repeatability also affects other stages of the

benchmarking process, such as the analysis of results. The reader

should understand that dependability benchmarks introduce the

need of performing a more complex analysis of target systems, con-

sidering their behavior in the presence of faults and attacks, and

characterizing such behavior through a larger set of measures, in-

cluding dependability and security specific ones. This evidence be-

comes a challenge when considering the evaluation of complex sys-

tems formed by a large and heterogeneous set of sub-systems and

components. This is a challenge not only for the amount of measures

to consider, but also for their variety of origin and typology.
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To date, the analysis of results from dependability benchmarks has

been an aspect strongly relying on the human factor. Evaluators sub-

jectively interpret measures following considerations that are usually

omitted in the finally generated reports. In consequence, repeating

the same analysis of measures and obtaining the same conclusions,

even when results are the same, becomes sometimes a complex task.

The underlying problem is that most proposals limit their purpose

to the delivery of benchmark measures. In deed, the consideration of

a representative set of measures has been traditionally enough to jus-

tify their selection for benchmarking purposes (Vieira and Madeira,

2003). Then, the analysis of such measures, and consequently the re-

lated comparison of alternatives, is typically considered outside the

purpose of the specification of most benchmarks, including depend-

ability benchmarks. This can be something acceptable in the context

of conventional benchmarks but it is unaffordable in the case of de-

pendability benchmarks, since any aspect leading to a wrong alterna-

tive selection may have a negative impact on the safety or security of

the system, with the subsequent losses, of reputation, money or lives.

On the one hand, benchmark measures must be contextualized

during the analysis process. Without contextualizing their meaning

throughout factors such as the environment, the type of system tar-

geted, or the evaluation performer, same results may have different

interpretations depending on the evaluation consumer’s subjectivity.

On the other hand, it must be clearly specified in the analysis pro-

cess which are the relations considered among measures, and the in-

tensity of such relations. Otherwise, it may be very difficult to guess

which have been all the assumptions adopted by someone analyzing

a set of benchmark measures. In other words, it may be difficult to

verify the conclusions issued from the analysis of a set of benchmark

measures.

It is worth mentioning that even if all this effort is done, the

analysis and interpretation of results remains an error-prone pro-

cess requiring a very deep dependability expertise, in the case of

dependability benchmarks. This situation increases the uncertainty

of evaluation analyses and thus negatively affects the credibility of

the conclusions obtained. This ambiguous interpretation of concepts

is commonly known as semantic heterogeneity (Anaby-Tavor et al.,

2003).

This challenge could be addressed through a process of semantic

reconciliation (Anaby-Tavor et al., 2003). Such process involves cover-

ing the existing gap between the explicit result of the evaluation, that

is, the conclusions distilled from the analysis of measures, and the im-

plicit real intention of evaluators, which concerns the interpretation

procedure to obtain such conclusions. This fact increases the sensi-

tivity of analyses, potentially revealing surprising insights about the

system under evaluation. This approach is specially useful when there

is no obvious optimal (or unanimous) solution due to the large num-

ber of criteria that need to be taken into account, or when decisions

often require the fulfillment of conflicting objectives (e.g., design or

choice of systems maximizing their dependability and performance).

It has also the potential for improving the work of system evalu-

ators by leading them to unequivocal and more objective conclu-

sions. Unfortunately, to date, semantic reconciliation remains a non-

addressed issue in the domain of distributed systems dependability

benchmarking.

Contributions of this research are two-fold. First, providing a

multi-criteria analysis methodology to ease the multiple interpreta-

tions that the measures issued from benchmarks may have depend-

ing on the criteria followed by evaluators. The goal is to make explicit

the subjective interpretation rules that evaluators typically apply im-

plicitly when determining to what extent measures satisfy evaluation

requirements. Doing this in a systematic and repeatable way is es-

sential when different evaluators need to make a fair comparison of

their results. This is why the proposal relies on a set of rigorous math-

ematical basis enabling the quantification of the uncertainty under-

lying analysis conclusions. Second, defining a suitable methodology

to align the two opposing viewpoints (i) the viewpoint of those eval-

uators that prefer having all the possible measures as field data for

enabling deep result analysis and promote data sharing among com-

munity members (Kanoun et al., 2005) (e.g., people from academia),

and (ii) the point of view of those others adopting a more pragmatical

viewpoint that ask for an small set of meaningful and representative

scores to enable the fastest possible characterization, comparison and

ranking of evaluated systems (European New Car Assessment Pro-

gramme (EuroNCAP), 2013) (e.g., people from industry). To cope with

this goal the approach rely on the notion of quality model, adopted

from ISO/IEC 25000 standards (International Organization for Stan-

dardization (ISO) and the International Electrotechnical Commission

(IEC), 2010), to formulate not only rigorous but also usable and flexi-

ble interpretation rules.

Before closing this introduction, it is important to say that the

integration of a multi-criteria analysis methodology in very simple

benchmarks may be useless, specially where few, or only one, mea-

sure or measure type is under consideration. The use of the method-

ology proposed in this paper makes sense in benchmarking contexts

where the analysis process asks for the simultaneous consideration

(aggregation and/or comparison) of different measures of different

type. The higher the number of measures or the heterogeneity of

such measures the higher the usefulness of the proposal. Since this

is what happens in dependability benchmarks, for the sake of ex-

emplification, the present proposal limits its purpose to this type of

benchmarks, and this despite its obvious potential for any other type

of benchmarks.

The rest of the paper is structured as follows. Section 2 intro-

duces a brief background about dependability benchmarking and

multi-criteria analysis. Section 3 presents our multi-criteria analysis

methodology. Section 4 shows the feasibility of our approach through

three different case studies and finally, Section 5 concludes the

paper.

2. Background

Computer benchmarks are standard tools that enable the evalu-

ation and comparison of different systems, components, and tools

according to specific characteristics (Gray, 1992). Benchmarks have

been widely used to compare the performance of systems, e.g. trans-

actional systems (TPC, 2013) or embedded systems (EEMBC, 2014).

From a high-level viewpoint, the specification of a conventional

benchmark encompasses with the definition of the following com-

ponents:

• The system under benchmarking and the benchmark target, which

specify the context of use of the system under evaluation and the

model of the considered target;
• The measures that will be employed to characterize and compare

existing alternatives;
• The execution profile required to parameterize and exercise both

the system under benchmarking and the benchmark target during

experimentation. This is typically a workload;
• The experimental procedure specifying how to run the selected ex-

ecution profile on the considered target and how to trace the re-

sulting activity;
• The process to follow in order to transform resulting traces (ex-

perimental measurements) into expected benchmark measures.

The main benefit of conventional benchmarks is that, once the set

of proposed measures are widely accepted by a community, systems

produced by such community can be compared in a quite straightfor-

ward and unambiguous way. The key issue here is that most of the

considered measures are homogeneous. In deed, this type of bench-

marks simply characterize evaluated systems in terms of either their

performance or their cost. As a result, comparisons among systems
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