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a  b  s  t  r  a  c  t

The  Principal  Component  Analysis  is one  of  most  applied  dimensionality  reduction  techniques  for  pro-
cess  monitoring  and  fault  diagnosis  in  industrial  process.  This  work  proposes  a procedure  based  on  the
discriminant  information  contained  in  the  principal  components  to determine  the  most  significant  ones
in  fault  separability.  The  Tennessee  Eastman  Process  industrial  benchmark  is  used  to  illustrate  the effec-
tiveness  of the  proposal.  The  use of statistical  hypothesis  tests  as  a  separability  measure  between  multiple
failures  is proposed  for the selection  of the  principal  components.  The  classifier  profile  concept  has  been
introduced  for  comparison  purposes.  Results  show  an improvement  in  the  classification  process  when
compared  with  traditional  techniques  and  the  StepWise  selection.  This  has  resulted  in  a better  classifica-
tion  for  a fixed  number  of  components,  or a  smaller  number  of  required  components  to  obtain  a  prefixed
error  rate.  In  addition,  the  computational  advantage  is  demonstrated.

©  2015  Elsevier  Ltd.  All  rights  reserved.

1. Introduction

Fault diagnosis of manufacturing processes in the oil, chemical
and food industries, is one of the most environmentally-friendly,
safe, efficient and economically viable tasks. Recent advances in
sensors and data measurement technologies allow to store a large
amount of information. Therefore, it demands the transformation
of this information into useful information and knowledge.

The task of the fault diagnosis is the identification of an
attributable deviation cause with respect to the normal behav-
ior. The goal is to provide early warning for out-of-specification
products or process shut-down with the purpose of applying cor-
rective actions. When the diagnosis is conducted on the basis on
historical information, it can then be seen as a knowledge extrac-
tion procedure, consisting of the iterative sequence of the following
steps [1]:

1. Data cleaning (to remove noise and inconsistent data).
2. Data integration (where multiple data sources may  be com-

bined).
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3. Data selection (where data relevant to the analysis task are
retrieved from the database).

4. Data transformation (where data are transformed and consoli-
dated into forms appropriate for mining by performing summary
or aggregation operations).

5. Data mining (where intelligent methods are applied to extract
data patterns).

6. Pattern evaluation (to identify the truly interesting patterns
representing knowledge based on performance measures).

7. Knowledge presentation (where visualization and knowledge
representation techniques are used to present mined knowledge
to users).

Fig. 1 shows a data-based fault diagnosis block diagram. The pre-
processing block includes data cleaning, integration, and selection
steps. The feature extraction and selection block corresponds to the
transformation step. The data mining and pattern evaluation steps
are represented by the classifier design and optimization, and the
classifier evaluation blocks, respectively. The fault diagnosis block
performs the knowledge presentation task.

In fault diagnosis based on historical data – like in most data
analysis problems – limitation on the size of the available train-
ing data is common. Often, the small size of the training set – small
number of samples – limits the performance of classifiers. Typically,
for a ten-attribute system to be used for classification purposes, the
required sample size for optimum training falls into the order of
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Fig. 1. Fault diagnosis data-based diagram.

thousands [2]. In order to avoid this problem – known as “curse of
dimensionality” – many dimensionality reduction techniques such
as: Principal Component Analysis (PCA) [3–5], Independent Com-
ponent Analysis (ICA) [6–8], Fisher Discriminant Analysis (FDA)
[9–11], and Partial Least Squares (PLS) [12,13] have been developed
and applied to fault diagnosis. These techniques allow to reduce all
the attributes into fewer meaningful dimensions, and capture the
dominant information in the original set of variables.

In order to develop a better classification process, an special
treatment of the input data is necessary. This work focuses on the
steps 4, 5 and 6 of the knowledge extraction procedure. The first
objective is to illustrate the importance of identifying the main
attributes that allow to diminish the complexity of the classifica-
tion problem, and to demonstrate that a proper variable selection
classification will result in accurate fault diagnosis. The second
objective of this paper is to propose a modification in the process
of dimensionality reduction using PCA. An alternative approach to
the traditionally used ones for the selection of the principal compo-
nents (PCs) to be retained, based on the use of discriminant analysis,
is presented. This, in order to reach a greater separability between
the classes and, consequently, reduce the classification error
rate.

In the specialized literature, many classifiers have been tried
with different degrees of success for a variety of classification prob-
lems [14–16]. In this work the Maximum A Posteriori Probability
(MAP) [17,15,18] and Artificial Neural Networks (ANN) [19–21],
classifiers with different operating principles, are used to illustrate
the advantages of the proposed procedure. Both classifiers will be
applied to the industrial benchmark Tennessee Eastman Process
(TEP) [22,23]. The reason for using this classifier is none other than
its ease implementation, since the proposed procedure is indepen-
dent of the classifier used. The proposal aims to retain the PCs that
increases the between-class distance of the clusters that charac-
terize each operating state. This can have a direct impact on every
classification method, thus improving the performance of any of
the classifiers used.

This article has been structured as follows: Section 2 shows the
PCA and FDA dimensionality reduction methods, and introduces
problems in traditionally used approaches of these techniques in
the diagnostics. Section 3 describes the proposed procedure to con-
duct the selection of PCs showing the highest discriminant power
and, in this way, improving the classification performance of a
diagnostic system. A description of the case study and the classifi-
cation methods used, is presented in Section 4. Section 5 includes
the experimental outcomes, as well as a discussion of the same,
based on the classification performance and the computational
cost. Finally, conclusions are presented.

2. Data-driven fault diagnosis

Data-driven process monitoring or Statistical Process Monitor-
ing (SPM) apply multivariate statistics, such as PCA and FDA, as
well as machine-learning methods to fault diagnosis in industrial
process operations and production results. This has become one of
the most fruitful areas in research and practice over the last two
decades [24–26]. SPM methods have wide applications in various
industrial processes, including: chemicals, polymers, microelec-
tronics manufacturing, iron and steel, pharmaceutical processes,
and power distribution networks. Due to the data-based nature
of the SPM methods, it is relatively easy to apply them to real
processes, despite their large scale, compared with other meth-
ods based on system theory or rigorous process models, because
they do not require first principle knowledge of the monitored
process.

2.1. Procedures for the dimensionality reduction

In many cases, the dimension of a measurement vector – i.e. the
number of sensors – can be very high, and lots of its elements can be
redundant or even irrelevant with respect to classification process.

There is more than one reason for reducing the dimensionality
of the measurement vector to a sufficient minimum. Computational
complexity is the obvious one. Another major reason is that an
increase of the dimension ultimately causes a decrease of perfor-
mance of classifiers. Fig. 2 illustrates this statement.

Here, we have a measurement space with N dimension ranging
between 1 and 13. There are K classes having equal prior probabil-
ities, each one made up by Ns observations. The minimum error
rate Emin would be the one obtained if all class densities of the
problem are fully know. That is, if the number of observations in
each class tends to infinity. Likewise, the minimum error rate is
a non-increasing function of the number of sensors. Once an ele-
ment has been added with discriminant information, the addition
of another element cannot wipe out this information. Therefore,
class information accumulates when increasing the dimension.

However, in practice, densities are not usually known com-
pletely. Often, classifiers must be designed using a training set
instead of using density knowledge. This implies that the number
of samples in the training set must be very large. If not, overfitting
occurs and the trained classifier will become too much adapted
to the noise in the training data. Fig. 2 shows that if the training
set size is Ns = 20, the optimal dimension of the measurement vec-
tor is N = 4; accounting for the lowest E error rate. Increasing the
sample size allows a dimension increase. With Ns = 80 the optimal
dimension is N = 6.
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