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a b s t r a c t 

Background and objective: In this note we propose a nonlinear programming approach for simultaneous 

fitting of quantile regression models for two or more quantiles. The approach is straightforward, flexi- 

ble and practical. We apply this approach to a dataset of lactic acid values from a screening dataset in 

childhood malaria. 

Methods: We carry out the fitting of simultaneous quantile regression models using a specific definition 

of a quantile as an expectation via nonlinear programming methods given certain monotonicity con- 

straints. 

Results: We illustrate through simulations and examples that are new approach to simultaneous quantile 

regression is practical and feasible. The approach is supplemented by providing a bootstrap framework 

for confidence interval estimation. 

Conclusions: Our nonlinear programming approach towards solving the simultaneous quantile regression 

fitting is shown to be a practical approach that should appeal to statistical practitioners. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Fitting conditional quantiles as a parametric function of covari- 

ates has several applications in the biomedical field from robust re- 

gression modeling to modeling processes such as growth of a given 

biological feature as a function of time. For a specific fixed quan- 

tile, e.g. the 0.5th quantile (median), there are several readily avail- 

able software packages, which are based on more than 3 decades 

of research; e.g. see Koenker and Ng [6] for a nice background re- 

view of the general estimation problem framed in terms of the 

various linear programming algorithms available for this purpose. 

It is our goal in this note to extend the ideas of Koenker and Ng 

[6] to the estimation problem given by fitting several quantile re- 

gressions simultaneously, e.g. fitting the 0.25th, 0.5th and 0.75th 

quantile regression of some outcome of interest as a function of a 

set of covariates, in the context of a nonlinear programming ap- 

plication. Towards this end we first start with some background 

notation. 

For our purposes, a clean definition of the population quantile 

function given in terms of an expectation and minimization is as 
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follows: 

Q θ (α) = inf 
θ∈ R 

E 

{ | Y − θ | + (2 α − 1)(Y − θ ) 

2 

− | Y | + (2 α − 1) Y 

2 

}
. 

(1.1) 

The properties of (1.1) are outlined in Abdous and Theodorescu 

[2] who generalize the definition of the α-quantile to R 

k space, 

k ≥ 1. Most notably, the assumption that E ( Y ) < ∞ , α ∈ (0, 1), in 

(1.1) is not a necessary condition for the existence of the α- 

quantile. The most straightforward case is at α = 1 / 2 , which cor- 

responds to the median. 

A natural extension to the regression setting is to replace θ in 

(1.1) with a continuous function g ( · ) of a set of p covariates x = 

(x 1 , x 2 , . . . , x p ) (oftentimes setting x 1 = 1 when an intercept term 

is involved) and p regression parameters β ′ = (β0 , β1 , . . . , βp−1 ) . 

This substitution defines the population conditional quantile func- 

tion as an expectation and minimization problem of the form 

Q β (α| x ) = inf 
β∈R 

p 
E 

{ | Y − g( x ′ β) | + (2 α − 1)(Y − g( x ′ β)) 

2 

−| Y | + (2 α − 1) Y 

2 

}
. (1.2) 

For example, if g( x ′ β) = β0 + β1 x and α = 1 / 2 , then 

Eq. (1.2) would correspond to assuming a model for which 

the conditional median of Y given x is linear in x , i.e. least ab- 

solute deviations (LAD) regression or L 1 regression. In the case 
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Fig. 1. Model fit for Y = β0 + β1 x + β2 x 
2 + ε(x ) , where ε( x ) ∼ N (0, 5), for quantiles 

α1 = 0 . 1 , α2 = 0 . 25 , α3 = 0 . 5 , α4 = 0 . 75 and α5 = 0 . 9 . 

α = 1 / 2 Eq. (1.2) simplifies to 

Q β (1 / 2 | x ) = inf 
β∈R 

p 
E 

{ | Y − g( x ′ β) | 
2 

− | Y | 
2 

}
. (1.3) 

In the practical setting, for which we assume Y in (1.2) has no 

discontinuities, estimation for the αth regression line for a sample 

size n follows through the minimization of the form 

ˆ Q ˆ β
(α| x ) = inf 

ˆ β∈R 

p 

n ∑ 

i =1 

| Y i − g( x ′ i ˆ β) | + (2 α − 1)(Y i − g( x ′ i ˆ β)) . (1.4) 

For example, the estimator for the conditional median regression 

( α = 1 / 2 ) then takes the form 

ˆ Q ˆ β ( 1 / 2 | x ) = inf 
ˆ β∈R 

p 

n ∑ 

i =1 

| Y i − g( x ′ i ˆ β) | . (1.5) 

The asymptotic theory pertaining to the set of parameter esti- 

mates ˆ β in (1.4) has been well-developed in the classic paper by 

Koenker and Bassett [7] . In their work they prove that vector ˆ β
has an asymptotic multivariate normal distribution and that ˆ β → β
as n → ∞ . There are several software packages that can perform 

the type of estimation corresponding to Eq. (1.4) for general α, e.g. 

see SAS’s PROC QUANTREG (SAS Institute Inc, Cary, NC, USA) or R’s 

quantreg package [8] . 

A key issue in estimation in this arena, which is not addressed 

by the algorithms utilized in the standard software packages, arises 

when one is interested in simultaneously fitting several quantiles 

at one time as function of a vector of covariates x , e.g. fitting 

Q β( α| x ) for α = 1 / 4 , α = 1 / 2 and α = 3 / 4 simultaneously, without 

even necessarily assuming the same parametric functional form for 

Fig. 2. Model fit for Y = β0 + β1 x + β2 x 
2 + ε(x ) , where ε(x ) ∼ N(0 , 6 + x ) , for 

quantiles α1 = 0 . 1 , α2 = 0 . 25 , α3 = 0 . 5 , α4 = 0 . 75 and α5 = 0 . 9 . 

each respective quantile of interest. This problem has become de- 

scribed throughout the literature in one variant or another as the 

quantile crossing problem . This problem was first discussed roughly 

3 decades ago by Bassett and Koenecker [3] . Solutions to specific 

subsets of this problem have been handled nicely by a variety of 

authors, but usually only in the two-dimensional single covariate 

“curve” setting. Chernozhukov et al. [1] provide an outstanding re- 

view of these issues to-date. The most notable method for one 

specific subset of the general problem is the approach of He [4] , 

who develops a modeling approach tied to the assumption of lin- 

ear heteroscedastic errors, which has a very stringent and limiting 

assumption in terms of the form of the error term. Chenrozhukov 

et al. [1] appear to be the first to have a general all-purpose solu- 

tion to this problem specific to nonparametric estimation of quan- 

tile curves. They utilize what they term as a complex sorting al- 

gorithm. However, their approach is rather intricate, such that its 

practical utility for more than a single binary covariate is not obvi- 

ous. In addition, given the nonparametric nature of their approach, 

inference about covariates is not directly applicable. More recently 

Yang and Tokdar [5] introduce a Bayesian approach over arbitrar- 

ily shaped convex predictor domains. Their approach is computa- 

tionally intensive. The authors note that their method requires a 

complex grid search and can not be applied to moderate to large 

datasets. 

2. Nonlinear constrained quantile regression 

Let 0 < α1 < α2 < . . . < αk < 1 denote the k quantiles of interest 

and let Q β1 
(α1 | x ) , Q β2 

(α2 | x ) , . . . , Q βk 
(αk | x ) denote the conditional 

quantiles corresponding to Eq. (1.2) , where β j , j = 1 , 2 , . . . , k, de- 

notes the p × 1 vector of regression parameters corresponding to 
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