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a  b  s  t  r  a  c  t

Complex,  high  performance,  engineering  systems  have  to be closely  monitored  and  controlled  to ensure
safe  operation  and protect  public  from  potential  hazards.  One  of the  main  challenges  in  designing  moni-
toring  and control  algorithms  for these  systems  is  that  sensors  and  actuators  may  be  malfunctioning  due
to  malicious  or natural  causes.  To  address  this  challenge,  this  paper  addresses  a resilient  monitoring  and
control  (ReMAC)  system  by expanding  previously  developed  resilient  condition  assessment  monitoring
systems  and  Kalman  filter-based  diagnostic  methods  and  integrating  them  with  a supervisory  controller
developed  here.  While  the  monitoring  and  diagnostic  algorithms  assess  plant  cyber  and  physical  health
conditions,  the  supervisory  controller  selects,  from  a  set  of candidates,  the  best  controller  based  on  the
current  plant  health  assessments.  To  experimentally  demonstrate  its enhanced  performance,  the  devel-
oped ReMAC  system  is then  used  for  monitoring  and  control  of  a chemical  reactor  with  a  water  cooling
system  in  a hardware-in-the-loop  setting,  where  the  reactor  is computer  simulated  and  the  water  cool-
ing system  is  implemented  by a machine  condition  monitoring  testbed  at Idaho  National  Laboratory.
Results  show  that  the  ReMAC  system  is  able  to make  correct  plant  health  assessments  despite  sensor
malfunctioning  due  to  cyber attacks  and  make  decisions  that  achieve  best  control  actions  despite  pos-
sible  actuator  malfunctioning.  Monitoring  challenges  caused  by  mismatches  between  assumed  system
component  models  and  actual  measurements  are  also identified  for  future  work.

Published  by  Elsevier  Ltd.

1. Introduction

1.1. Motivation

Complex high performance systems, such as chemical produc-
tion plants, refineries, and power generation and transportation
systems have to be closely monitored and controlled to ensure safe
operation and protect the public from potential hazards. One of the
main challenges in designing monitoring and control algorithms for
these systems is that sensors and actuators may  be malfunctioning
due to natural or malicious causes. For example, if the monitoring
system is connected to the some information network, false data
may be injected to sensor measurements via cyber attacks. Like-
wise, valves regulating fluid flows in a cooling system may  be stuck
due to accumulation of deposits, corrosion, or other forms of wear-
and-tear. This paper aims to develop a resilient monitoring and
control (ReMAC) system, whose performance degrades gracefully
under natural or malicious malfunctioning of sensors and actuators.
In particular, we expand previously developed resilient condition
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assessment monitoring systems [1] and Kalman filter-based diag-
nosis algorithms [2] and integrate them with a supervisory control
mechanism developed here. While the monitoring and diagnos-
tic algorithms assess plant (cyber and physical) health conditions,
the supervisory controller selects, from a set of candidates, the
best controller based on these health assessments. The developed
ReMAC system is then experimentally demonstrated on a chemi-
cal reactor with a water cooling system in a hardware-in-the-loop
(HiL) setting, where the reactor is computer simulated and the
water cooling system is implemented by a machine condition mon-
itoring (MCM)  testbed at Idaho National Laboratory (INL).

1.2. Review of related work

Research on resilient systems is a relatively new subject and
recent work on resilient systems can be found in [3–14,1,15–19,2].
In particular, [3] provides collections of papers that treat resilience
engineering as a paradigm for safety management that focuses
on “how to help people cope with complexity under pressure to
achieve success.” These papers explore different facets of resilience
as “the ability to anticipate and adapt to the potential for surprise
and failure.” Based on these work, [5] further identifies four
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cornerstones of resilience as knowing “what to do,” “what to look
for,” “what to expect,” and “what has happened.”

Relations between resilience and robustness have been inves-
tigated. For example, [6] addresses different fire-prone ecological
systems and suggests that robustness tradeoffs in these sys-
tems demonstrate resilience. In [7], resilient control systems that
emphasize control design in an adversarial and uncertain cyber
environment (as opposed to physical disturbances) are developed.
This control design is viewed as pivoting on the tradeoff between
robustness and resilience. Optimality criteria are proposed for
tradeoff between robustness and resilience in modern industrial
control systems.

Further developments of resilient systems with uncertain cyber
environments can be found in [8,9]. Specifically, [8] provides a
conceptual framework and brief overview of the architectural con-
siderations for designing systems that operate in hostile cyber
environment with uncertainties in complex networks and human
interactions. The work in [9] develops an intelligent resilient con-
trol algorithm for a wireless networked control system based
on quantification of the concept of resiliency in terms of qual-
ity of control. Here, resiliency maintains normal operations in
the face of wireless interference incidents. Ref. [10] further uses
the quality of control for designing resilient control strategies for
model-based building control, improving building automation sys-
tems.

Resilient systems have also been considered regarding security
issues in, for example, [11,12]. While [11] describes experiences
and success in cyber security programs leading to more robust,
secure, and resilient monitoring and control systems in indus-
trial assets, [12] discusses security-related definitions for resilience,
which includes integrity and confidentiality in addition to availabil-
ity.

Developments of resilient systems for computer systems and
for monitoring critical infrastructures can be found, for instance, in
[13,14]. In particular, in [13], metadata-based resilience policies are
enforced to design computing systems that can dynamically adapt
in a predictable way to unexpected events. In [14], basic paradigms
are proposed for integration of diverse fault detection and identi-
fication methods and control methods for achieving resilience in
critical infrastructures.

This work builds on the resilient monitoring systems developed
in [4,1,15–19] and Kalman filter-based diagnosis methods in [2]. In
[4,1], it is assumed that a set of sensors observing process variables
are deployed throughout a monitored plant, which is subject to
process disturbances (e.g., unplanned, random process anomalies
and deliberate, non-random physical attacks). Likewise, the sensors
are subject to disturbances (e.g., unplanned, random sensor faults
and failures and cyber-attacks), which cause them to project false
data/observations. Although [4] and [1] developed similar mon-
itoring architectures, the design approaches for the components
are different. In particular, the monitoring system designed in [1]
aims at selecting sensors to make plant health assessments within
desired time periods despite cyber attacks, while that in [4] focuses
on selecting sensor configurations to maximize plant health assess-
ment confidence. Moreover, some advantages are also afforded
by the approach considered in [1], such as faster computations
of the monitored plant assessments. Following this line of work,
[15] developed an active probing method for sensor data qual-
ity assessment. Integration of the active probing method into the
resilient monitoring structure is documented in [16], while [17,18]
consider application of the developed monitoring system to sim-
plified power plants consisting of a boiler and a turbine. Reference
[19], extending the work in [1], developed game-theoretic formu-
lations for resilient monitoring systems that improve monitoring
performance when natural or malicious sensor malfunctioning is
incorrectly characterized.

The Kalman-filter based fault detection identification (FDI)
method as applied here was  first presented in [2]. In essence, this
method is based on the key observation that the expected values
of one-step ahead prediction residuals obtained by means of the
Kalman filter are unique for fault type (e.g., bias, drift), fault loca-
tion (affected actuator, process or sensor), and magnitude (e.g., bias
magnitude). To obtain high sensitivity and specificity, the method
requires that a reliable model is available. Alternative diagnos-
tic methods are available when this is a challenging requirement,
either based on data mining tools (e.g., [20] or on course-grained
system and/or data representations (e.g., [21,22]).

This paper integrates the work in [1,2] with a supervisory control
algorithm for developing a resilient monitoring and control algo-
rithm. Note that, while the work in [1] aims at assessing the overall
monitored plant conditions, the algorithms in [2] determine the
health of monitored plant components. Hence, in the following, we
will refer to methods in [1,2] as systems- and component-centric,
respectively.

1.3. Main contributions and organization of paper

The main contributions of this paper include the following.

• Development of a resilient monitoring and control (ReMAC)
system that combines previously developed systems- and
component-centric monitoring algorithms [1,2] with supervisory
control methods.

• Application of the developed ReMAC system to a chemical reac-
tor with a water cooling system in an HiL setting, where the
reactor is computer simulated and the water cooling system is
implemented by an MCM  testbed at INL.

As this paper is on experimental verification of the developed
algorithms, we  focus more on describing the background knowl-
edge, experimental setups, scenarios considered, and simulation
results. Whenever appropriate, references are given for readers
who wish to read the theory and analysis in more detail. The rest
of this paper is organized as follows. Section 2 introduces the over-
all architecture of the developed ReMAC system, while Section 3
describes the algorithms implementing constituent components of
it. The monitored plant considered is detailed in Section 4. Imple-
mentation of the ReMAC system for the monitored plant considered
and simulation results are given in Sections 5 and 6, respectively.
Finally, Section 7 concludes the paper and describes future work.

2. Monitoring architecture

This section describes the architecture of the developed resilient
monitoring and control (ReMAC) system, shown in Fig. 1.

In particular, we consider a monitored plant, which is subject
to physical disturbances (e.g., process anomalies). A set of sensors
are deployed to observe the plant process variables, while a set of
regulatory controllers regulate the plant via actuators. The sensors
and actuators are subject to natural or malicious disturbances, such
as cyber attacks (e.g., injecting false data to the sensors) or physical
disturbances (e.g., decreased efficiency due to aging in a pump). In
view of sensor disturbances, a scalar, referred to as the data qual-
ity (DQ), is dynamically assigned to quantify the trustworthiness
of its reported measurement. While recent work has developed
active methodologies for assigning sensor DQs [15–17], this paper
does not address this particular element. Instead, the monitoring
systems considered in this work assume that sensor DQs are com-
puted by a watch dog system, which assign sensor data qualities
based on, e.g., cyber attack assessments, sensor data traffic, or state
estimation comparisons. The sensor signals are used in a Kalman
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