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a b s t r a c t 

Stochastic Petri-Nets (PNs) are combined with General-Purpose Graphics Processing Unit (GPGPUs) to de- 

velop a fast and low cost framework for PN modelling. GPGPUs are composed of many smaller, parallel 

compute units which has made them ideally suited to highly parallelised computing tasks. Monte Carlo 

(MC) simulation is used to evaluate the probabilistic performance of the system. The high computational 

cost of this approach is mitigated through parallelisation. The efficiency of different approaches to par- 

allelisation of the problem is evaluated. The developed framework is then used on a PN model example 

which supports decision-making in the field of infrastructure asset management. The model incorporates 

deterioration, inspection and maintenance into a complete decision-support tool. The results obtained 

show that this method allows the combination of complex PN modelling with rapid computation in a 

desktop computer. 

© 2017 Published by Elsevier B.V. 

1. Introduction 

Petri-Nets (PNs) have been gaining in popularity in the field of 

Operations Research, specifically for work-flow management sys- 

tems ( Salimifard & Wright, 2001 ), supply chains ( Viswanadham 

& Raghavan, 20 0 0 ) and enterprise resource planning ( Aloini, Dul- 

min, & Mininno, 2012 ). One of the limitations of PNs in conjunc- 

tion with probabilistic transitions is the requirement for Monte 

Carlo (MC) simulations resulting in high computational cost. Stud- 

ies have been undertaken into accelerating Petri-Nets (PNs) with 

GPGPUs, however these have mostly been in the fields of Biology 

and Physics. 

The use of MC methods is very popular in science, engineer- 

ing and economics research. Over time MC-based models have got- 

ten progressively more sophisticated which often means longer 

computation times, limiting their applicability. The use of GPUs in 

academia as GPGPUs is gaining in popularity as it has the poten- 

tial to dramatically decrease computation time allowing for much 

faster throughput. At the same time, the technological develop- 

ment of GPUs and their progression into general computing has 

meant that the cost per computing core has dropped significantly. 
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This study investigates the suitability of GPGPU acceleration 

with PNs for a decision support tool, in this case using an example 

from asset management. Asset management models often combine 

engineering, management and economics to be able to make in- 

formed decisions. A simple PN example is used as a proof of con- 

cept and then the same approach is applied to an established rail- 

way bridge model. This model was selected as it contains a num- 

ber of complex PN features and therefore would be appropriate to 

test the suitability of GPGPU acceleration. The bridge model used 

as the example in this study provides predictions of condition over 

time, including the effects of maintenance actions and the associ- 

ated costs. 

Although the study uses a railway bridge asset management ex- 

ample, many of the topics discussed are appropriate for GPGPU ac- 

celeration of general decision support PN models. As decision sup- 

port tools become more engrained into business practices and as 

the adoption of Petri-Nets (PNs) as a modelling approach becomes 

more common, their efficient computation will become more im- 

portant. 

2. Simulation acceleration using GPGPUs 

A number of studies have been undertaken in the field of 

Physics to accelerate MC-based models with GPGPUs. Although not 

directly related to PNs, the application of the GPGPU to the mod- 

elling approach is relevant. 
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Tomov, McGuigan, Bennett, Smith, and Spiletic (2005) per- 

formed a study to investigate the suitability of GPGPUs with 2D 

and 3D Ising models. An Ising model represents the spin of mag- 

netism in a lattice structure. Each of the magnets can be in one of 

two states. The model becomes more complex when considered in 

a 3D space. The authors state that the common way of incorporat- 

ing MC methods into the Ising model is to choose a random path 

through the magnets, at each magnet generating a random num- 

ber which decides whether the spin should be reversed or not. At 

this time the Compute Unified Device Architecture (CUDA) frame- 

work (the standard framework for GPGPU development currently) 

was yet to be established and so an older framework known as 

Cg was used. The GPU used was an NVIDIA NV30, a high-end GPU 

from 2003. The authors conclude that the GPGPU implementation 

of the Ising model is three times faster than the Central Processing 

Unit (CPU) implementation on average. This holds true for both the 

2D and 3D examples tested. The authors mention that the GPGPU 

performance may have been limited due to branching as the con- 

temporary GPU used for this study did not support this feature. 

Preis, Virnau, Paul, and Schneider (2009) also perform a study 

using GPGPUs on Ising models, testing both 2D and 3D models. 

They use an NVIDIA GeForce GTX 280, a high-end GPU from 2008. 

The CUDA framework had been released by this time. They use a 

checker-board pattern approach to make the computation more ef- 

ficient. They achieve a 60 times speed-up factor in the 2D Ising 

model test and a 35 times speed-up factor in the 3D scenario. 

Yang, Wang, and Chen (2007) used the power of GPGPUs to 

accelerate molecular dynamics. The study involved simulations to 

calculate thermal properties. The process of simulating molecules 

involves a 3D grid of interacting nodes. Simulations are carried 

out where the amount of energy passed from atom to atom is 

recorded. The stochastic nature of the modelling is due to the 

movement of molecules based on a decision which uses random 

numbers. They used an NVIDIA GeForce 7800 GTX, a high-end 

card from 2005. They used the Cg programming framework with 

60 0,0 0 0 iterations per simulation. The number of atoms in the 

simulation was tested against the execution time. The results show 

that the execution time almost follows an exponential curve with 

the number of atoms in the simulation. In every test, the GPGPU 

execution is quicker than that of the CPU. The authors conclude 

that their average speed-up factor is between 10 and 11 times us- 

ing the GPGPU. 

van Meel, Arnold, Frenkel, Zwart, and Belleman (2008) also use 

GPGPUs with molecular dynamics. They implement the N-squared 

molecular dynamics algorithm for their simulations. In contrast to 

Yang et al. (2007) , the CUDA framework had been released by this 

point. They perform an interesting comparison between the simu- 

lations performed on (1) a CPU, (2) GPGPU with Cg and (3) GPGPU 

with CUDA. As well as the update in programming framework, 

they use a newer GPU from Yang et al. (2007) : an NVIDIA GeForce 

8800 GTX. Their results show that the GPGPU with Cg performs 

around 40 times faster than the Central Processing Unit (CPU) im- 

plementation. Using the newer CUDA framework, they manage an 

80 times speed-up factor over the CPU execution. 

Geist, Hicks, Smotherman, and Westall (2005) were one of the 

first studies to try to accelerate PNs with GPGPUs. They use an 

NVIDIA GeForce 6800 Ultra, a high-end GPU from 2004. The au- 

thors create a PN simulator using Cg called “Cgpetri”. They com- 

pare this to serial PN simulators “xpetri” ( Geist, Crane, Daniel, & 

Suggs, 1994 ) and “SPNP” ( Hirel, Tuffin, & Trivedi, 20 0 0 ). The ex- 

ample of the dining philosophers was used in the study, created 

by E. W. Dijkstra, but formalised by Hoare (1978) . This is a com- 

mon example of a PN with conflict conditions. These arise be- 

cause each philosopher requires two forks to eat with, however 

there are too few forks to satisfy each diner. Therefore, the re- 

source must be shared which means that the diners alternate be- 

tween two condition states. They test the example ranging from 

25 diners to 400 diners, recording the execution time. When there 

are few diners, execution on the Central Processing Unit (CPU) is 

faster as the data does not need to be packaged, passed to the 

GPGPU and then transferred back after computation. However, the 

critical point in this example is at 50 philosophers; beyond which 

the GPGPU based simulator outperforms the serial simulators. For 

example, when the number of philosophers reaches 75, the execu- 

tion time of the serial simulator SPNP is approximately 38 seconds. 

This is almost twice as long as that of the GPGPU based simulator, 

which is approximately equal to 18 seconds. The serial simulators 

follow an almost exponential execution time with the number of 

diners, however when run with Cgpetri the execution time is ap- 

proximately linear as a function of the number of diners. 

Geist et al. (2005) also apply this approach to a Lattice–

Boltzmann example. This is commonly used for fluid dynamics 

where a series of partial differential equations are to be solved. The 

more points that are created in the simulation, the more detailed 

the resulting outputs. There has been studies performed to paral- 

lelise Lattice–Boltzmann models and a common approach is to di- 

vide the problem into “subcubes” for concurrent computation. The 

authors propose a PN to schedule the computation of these sub- 

cubes to increase efficiency. Again they compare Cgpetri to xpetri 

and SPNP. They increase the number of places in the flow net, 

recording the execution time. Again, it can be seen that when the 

number of places in the flow net is small, the overhead of using 

the GPGPU means that the execution is slower. However, the ad- 

vantage of the GPGPU quickly shows its strength as the execution 

time is almost the same across the whole range of places tested 

whilst the serial simulators experience significant slow down. The 

authors close with a comment that Moores Law, a characteris- 

tic applied to Central Processing Unit (CPU) development, means 

that their performance seems to double every 18 months ( Schaller, 

1997 ). However, the rate of development of GPUs is closer to dou- 

bling every 6 months. Therefore, not only was the GPGPU already 

accelerating the simulations but the difference was set to increase 

even more. 

Chalkidis, Nagasaki, and Miyano (2011) also attempt to acceler- 

ate PNs with GPGPUs. They use a real world example from the field 

of biology, specifically microbiology, and medicine. They claim that 

using a state-of-the art modelling approach, PNs in this instance, 

with GPGPU acceleration is the next step in producing fast, accu- 

rate, modelling results. They use the CUDA programming frame- 

work with an NVIDIA GeForce 8800, a mid-range GPU from 2006. 

They explain that they use Hybrid Functional PNs and detail its de- 

composition for GPGPU programming. They mention that the pos- 

sible acceleration could be significant if they could parallelise their 

PN. They do so by splitting their PN into three processes hierarchi- 

cally. Processes one and two are able to be simulated concurrently 

as they do not interact directly. Then process three can use the 

results of processes one and two to finish the simulation. Theoreti- 

cally, by using this approach the PN simulation could experience a 

1.5 times speed-up factor in serial operation. However, when con- 

sidering the massively parallel characteristic of GPUs, the speed-up 

could be significantly higher. They conclude by saying that their 

average PN acceleration when using the GPGPU was 18 times faster 

than the serial execution. 

In summary, a number of studies have been undertaken acceler- 

ating simulations in the fields of Physics and Mathematics. Table 1 

shows the results of the average speed-up factor in each of these 

studies. It can be seen that earlier implementations using Cg did 

not provide as much speed-up as later versions using CUDA. This 

occurs because: (1) the CUDA framework provided updated algo- 

rithms, processes and techniques which would help efficiency and 

(2) although the studies were carried out with contemporary CPUs 

and GPUs, the advancement of GPU compute capability outstrips 
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