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a b s t r a c t

We consider the one-dimensional skiving stock problem which is strongly related to the dual bin packing

problem: find the maximum number of items with minimum length L that can be constructed by connect-

ing a given supply of m ∈ N smaller item lengths l1, . . . , lm with availabilities b1, . . . , bm. For this optimization

problem, we present three new models (the arcflow model, the onestick model, and a model of Kantorovich-

type) and investigate their relationships, especially regarding their respective continuous relaxations. To this

end, numerical computations are provided. As a main result, we prove the equivalence between the arcflow

model, the onestick approach and the existing pattern-oriented standard model. In particular, this equiva-

lence is shown to hold for the corresponding continuous relaxations, too.

© 2015 Elsevier B.V. and Association of European Operational Research Societies (EURO) within the

International Federation of Operational Research Societies (IFORS). All rights reserved.

1. Introduction

In this paper, we consider the one-dimensional skiving stock prob-

lem (SSP) which is strongly related to the dual bin packing prob-

lem (DBPP). In the classical formulation, m ∈ N different item lengths

l1, . . . , lm with availabilities b1, . . . , bm are given, the so-called item

supply. We aim at maximizing the number of products with mini-

mum length L that can be constructed by connecting the items on

hand. Such computations are of high interest in many real world

applications, e.g. industrial production processes (see Zak, 2003 for

an overview) or politico-economic problems (cf. Assmann, Johnson,

Kleitman, & Leung, 1984; Labbé, Laporte, & Martello, 1995). Further-

more, also neighboring tasks, such as dual vector packing problems

(Csirik, Frenk, Galambos, & Rinnooy Kan, 1991) or the maximum

cardinality bin packing problem (Bruno & Downey, 1985; Peeters &

Degraeve, 2006), are often associated or even identified with the

dual bin packing problem. These formulations are of practical use as

well since they are applied in multiprocessor scheduling problems

(Alvim, Ribeiro, Glover, & Aloise, 2004) or surgical case plannings

(Vijayakumar, Parikh, Scott, Barnes, & Gallimore, 2013).

The considered optimization problem, for the case bi = 1 (i ∈ I :=
{1, . . . , m}), was firstly mentioned by Assmann et al. (1984), based on

the doctoral thesis (Assmann, 1983), and denoted by dual bin pack-

ing problem. Therein, the authors mainly investigate heuristic ap-

proaches and provide results regarding the quality and average case

behavior of the presented methods. Further contributions, especially
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in terms of exact approaches to the DBPP, have been studied in Labbé

et al. (1995) and Peeters and Degraeve (2006) where two branching

algorithms are introduced.

Based on practical preliminary thoughts (Johnson, Rennick, & Zak,

1997), a generalization for larger availabilities bi ∈ N (i ∈ I) has been

considered in Zak (2003) also motivating the term of skiving stock

problem. In that paper, Zak formulates a pattern-oriented model of

the SSP with an infinite number of variables and provides first (nu-

merical) results regarding the gap of this optimization problem, i.e.,

the difference between the optimal values of the continuous relax-

ation of the SSP and the SSP itself. But to our best knowledge, there

are only a few works concerning theoretical aspects.

In this paper, we introduce three new models for the skiving stock

problem which only require a pseudo-polynomial number of vari-

ables and constraints. Two of them are based on position-indexed

and order-indexed approaches that are related to the arcflow and

onecut formulations (see Dyckhoff, 1981; Valério de Carvalho, 2002)

of the extensively studied one-dimensional cutting stock problem.

In contrast to the standard model of Zak (2003), these new models

can cope with larger and practical meaningful instances. Additionally,

we provide some techniques in order to significantly reduce the total

amount of variables and constraints within these two models. For the

sake of completeness, the third model refers to the well known Kan-

torovich approach (Kantorovich, 1939) and is shown to have a weak

continuous relaxation and many symmetric solutions. For this pur-

pose, we present an approach to avoid symmetries with the help of

additional linear constraints and binary variables.

We provide theoretical and numerical investigations on the rela-

tionship of these models and prove, as a main result, the equivalence
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between the continuous relaxations of the standard model and the

new position-indexed and order-indexed formulations.

Throughout this paper, we assume without loss of generality that

all input-data are positive integers. Additionally, we expect the item

lengths to be smaller than L since each item i ∈ I with li ≥ L already

represents a finished product and does not have to be considered

within the optimization. Finally, we assume that two items can be

connected directly, i.e., without any overlap or an intermediate com-

posite. If, in a certain practical application, this situation is not given

from the beginning, we can, depending on the particular case, shorten

or extend the item lengths and L obtaining an equivalent skiving stock

problem where this third assumption is fulfilled.

The next section deals with the above mentioned standard model

(Zak, 2003). Section 3 introduces an arcflow and an onestick model,

respectively, and proves their equivalence to Zak’s formulation. Af-

terwards, we present a model of Kantorovich-type and show how

symmetries can be avoided therein. In a final step, we compare all

approaches by means of numerical computations, give some conclu-

sions and an outlook of future research.

2. A pattern-based model

In the following, we refer to a particular skiving stock problem

with given input data as an instance E = (m, l, L, b) of the SSP with

l = (l1, . . . , lm)
�

and b = (b1, . . . , bm)
�

. Any feasible arrangement of

items which leads to a final product of minimum length L is called

(packing) pattern of E. We always represent a pattern by a nonnegative

vector a = (a1, . . . , am)� ∈ Z
m+ . There, ai ∈ Z+ denotes the number of

items of type i ∈ I that is contained in the considered pattern. Note

that a ∈ Z
m+ only provides information as to the total number, but not

the specific positioning or order of the necessary items. For a given in-

stance E the set of all patterns is defined by PE :=
{

a ∈ Z
m+ | l�a ≥ L

}
.

Let J̃ := J̃(E) be an index set of PE and x j ∈ Z+ the number, how of-

ten the pattern a j =
(
a1 j, . . . , am j

)� ∈ PE is used in the optimization.

Then we obtain, (cf. Zak, 2003),

Zak′s model of the SSP

z =
∑
j∈J̃

x j → max

s.t.
∑
j∈J̃

ai jx j ≤ bi, i ∈ I,

x j ∈ Z+, j ∈ J̃.

Note that this model has an infinite number of variables, but in

every feasible solution there are only a finite number of nonzero

variables. In contrast, the feasible set of the continuous relaxation

contains (feasible) solutions with an infinite number of positive x-

variables. Therefore, we would like to present a method to obtain a

finite formulation of Zak’s model. To this end, only minimal patterns

of E are considered. A pattern a ∈ PE is called minimal if there does

not exist any pattern ã ∈ PE such that ã 	= a and ã ≤ a hold (compo-

nentwise). Let P�
E denote the set of minimal patterns and J := J(E) a

corresponding index set. Since l�a < 2L is a necessary condition for

a ∈ P�
E

we obtain
∣∣P�

E

∣∣ = |J| < ∞. Now, we can formulate the

Standard model of the SSP

zS =
∑
j∈J

x j → max

s.t.
∑
j∈J

ai jx j ≤ bi, i ∈ I,
(1)

x j ∈ Z+, j ∈ J. (2)

The objective function maximizes the total number of connected

final products, whereas constraints (1) observe the item supply lim-

itations. In most cases, it is not reasonable or even not possible to

have all patterns available prior to the optimization process due

to the huge cardinality of P�
E . Hence, common solvers, like CPLEX,

usually cannot be applied to tackle this problem. However, at least

the continuous relaxation of the standard model can be solved effi-

ciently by column generation. In order to solve the ILP, branch-and-

price techniques can be applied as in the context of one-dimensional

cutting, see Belov and Scheithauer (2006) for instance. Note that,

in this case, the computational behavior strongly depends on the

choice of an appropriate branching rule. A further way to tackle

the integer problem consists in the consideration of other modeling

approaches.

3. A position-indexed and an order-indexed model

In this section, we assume the item lengths to be of strictly de-

creasing order, i.e.,

L > l1 > l2 > · · · > lm > 0.

If such an order is not given from the beginning, we can eas-

ily obtain it by a sorting algorithm, e.g. merge sort, in O(m · log m)
operations.

3.1. The arcflow model

For a given instance E we define the maximum length of a minimal

pattern

vmax := max
{

l�a | a ∈ P�
E

}
.

Then, we consider the directed graph G = (V, E) given by the set

of vertices V = {0, 1, . . . , vmax} and the set of arcs

E :=
{
(p, q) ∈ V × V | p < L, q − p ∈ {l1, . . . , lm}}.

Note that an arc (p, q) ∈ E represents the positioning of an item

of length q − p = l j ∈ {l1, . . . , lm} with its left point at vertex p ∈ V .

Each path s = (v0, v1, . . . , vk) in G from v0 = 0 to vk ≥ L corresponds

to a (not necessarily minimal) pattern a ∈ PE. Since, additionally, our

current graph G contains, in most cases, an oversized number of arcs

and vertices, we would like to apply two reduction principles in order

to solve these problems:

1. Obviously, we only need to consider vertices that are integer

linear combinations of the given item lengths, since all other

nodes cannot lie on a path s = (v0, v1, . . . , vk) from v0 = 0 to

vk ≥ L. Thus, we can replace our set of vertices with a reduced

one, i.e., we define

V ′ :=
{
v ∈ V | ∃ a ∈ Z

m
+ : l�a = v

}
.

2. The first restriction is not sufficient for vertices v ∈ V with v ≥ L

since these nodes can belong to non-minimal patterns. Con-

sidering the instance E = (2, (7, 2), 10, (7, 7)), we note that

12 ∈ V ′, but there is no minimal pattern a ∈ P�
E

with l�a = 12.

Let L :=
{

l�a | a ∈ P�
E

}
be the set of the total lengths of the

minimum patterns. Then we can replace V ′ with V ′′ := V ′ ∩
({0, 1, . . . , L − 1} ∪ L).

These reductions also lead us to a reduced set of arcs

E ′ :=
{
(p, q) ∈ V ′′ × V ′′ | p < L, q − p ∈ {l1, . . . , lm}}.

If we want to assign a path s in G′ =
(
V ′′, E ′) to a minimal pat-

tern a ∈ P�
E , this identification is not unique since a does not contain

any information about the particular arrangement of the items. We

therefore like to restrict our investigations to monotonically decreas-

ing paths, i.e., paths whose corresponding item lengths are sorted in

descending order. This approach is based on a similar method (cf.

Scheithauer, 2008) for the well known arcflow model of the cutting
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