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Abstract 

This paper describes the construction of a 3D map of an indoor environment using the RGB-D camera (Microsoft Kinect V2.0). 
3D mapping and localization have always been an intriguing topic in research and with the introduction of Microsoft Kinect sensor, 
the research has grown rapidly. In this paper, we propose a method to generate the 3D map of an indoor environment using the 
Microsoft Kinect version 2.0 sensor. The results obtained show an improvement over the previously used methods. We believe that 
this would contribute to many applications such as computer vision, robotics, home automation etc.    
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1.  Introduction 
During recent years, the camera has become a unique sensor for mapping and localization. With the introduction of 

Kinect v2.0 sensor, the research in the field of Visual SLAM has grown exponentially. It is a pre-requisite to have precise 
knowledge of the walls, floors, objects etc., in an environment for the precise movement, tracking, and efficient 
localization. This requirement can be fulfilled by creating a 3D map of the environment. The 3D space information can 
be acquired from the cartesian coordinates and rotational angles. Therefore, we propose a method to construct the 3D map 
of the environment by aligning the point cloud data obtained from this information [1-5, 7]. 

During the early years, mapping approaches were mostly dependent on bulky and costly scanners. But with the 
introduction of cost-effective RGB-D cameras such as Microsoft Kinect, new opportunities have been created in this field. 
These cameras rely on the active stereo system and time of flight to generate the depth information at every pixel. The 
Point Cloud data, which consists of x, y, z position, pixel information and the normal at each point, is generated by 
combining the RGB data and the depth data.   
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There are many approaches probabilistic mapping [7], feature based mapping [8], image intensity and shadow based 
mapping and Direct mapping that have been developed and used to create the 3D map of the unstructured environment 
using laser scanners and cameras by researchers and computer vision communities. But the proposed method only 
focuses on the literature which uses the RGB-D system for 3D mapping.  

Many researchers have proposed different visual SLAM and 3d mapping system that rely on RGB-D cameras; Peter 
Henry [1]; Endres [2]; Stickler and Behnke [9], Stanimirovic [10], Thomas Whelan [11]. Kinect fusion algorithm of 
Newcombe and Izadi [20] is one of the most notable RGBD based 3D reconstruction systems. They used the depth 
data for the 3D scene reconstruction. One of the first 3D mapping and visual SLAM system was developed by Peter 
Henry [1] which is entirely dependent on the RGB-D data and feature matching. For building the pose-graph, the 
author used the technique called generalized ICP (GICP) [1] and an optimized surfel map was created. The use of pose 
graph optimization versus sparse bundle adjustment (SBA) is also studied which minimizes re-projection error. 
Recently, Thomas Whelan [11] proposed a volumetric based mapping of the large area. The author describes the use 
of fused volumetric reconstructed surface to achieve dense and accurate map. Felix Endres [2] also proposed a novel 
visual SLAM system using an RGB-D sensor. The system generates a 3D volumetric map of the environment and 
optimized the pose-graph using non-linear optimization. The Kinect fusion algorithm of Izadi and Newcombe and 
Izadi [20] uses only depth information from Kinect for 3D mapping and pose tracking based voxel grid. In this 
approach, the author only fuses depth information in real time and optimizes the map by tracking poses. 

In this paper, we propose a feedback system that is used to generate the accurate 3D map of the indoor environment 
using the Microsoft Kinect version 2 camera. The paper is divided into the following sections: section 2 introduces the 
reader to the properties of Microsoft Kinect version 2 camera, section 3 gives a brief introduction to different types of 
techniques used in 3D mapping and describes the proposed algorithm by the author. Results and conclusion are covered 
in section 4.   

2. Hardware and Software used                                          

2.1. Microsoft Kinect:-  The Microsoft Kinect v2 camera shown in Fig 1 consists of an RGB camera, depth sensor, 
microphone, infrared camera and the infrared projector. It captures a frame with a resolution of 1920×1080 and 512×424 
for RGB and depth image respectively. The depth data is captured by IR camera with the frame rate of 30 fps [15, 17, 
18]. Its operative range is from 50 cm to 4.5 meters [15, 17, 18]. The Kinect v2 uses optical time of flight technology for 
measuring the distance. [18]. 
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Here. Tr and Tc are the time of flight for emitted and received pulse and c is the speed of light. 

 
       Fig. 1. The Microsoft Kinect V 2.0 sensor                   Fig. 2. Depth image and RGB image captured by Kinect v2 camera 

 

2.2  Laptop: -   All the processing is completed using the Asus X541U i-3 7th generation 2.4 GHz Laptop. 
2.3 Software: - The 3D mapping is completed using the MATLAB © software and for visualizing large dense 
map MeshLab © software is used 
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