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expensive process as the demand of product is growing over the time. Therefore, this paper explores different 
machine learning techniques such as linear regression, neural networks (NN) and support vector machines (SVM) for 
product quality assurance. These techniques performs quality assurance process with the help of available 
characteristics of product and automate the process by minimizing human interfere. The work also identifies the 
important features to predict the values of dependent variables.  

In this work, all above mentioned machine learning techniques are used to support wine industry. Wine quality 
assessment is one of the key elements in this context and this assessment can be used for certification. Such type of 
quality certification helps to assure wine quality in market. Wine has various characteristics like density, pH value, 
alcohol and other acids. Wine quality can be assessed by two types of tests; first is physicochemical test and second 
is sensory test [1]. Physicochemical test can be determined by lab tests and no human expert is required but for 
sensory test, a human expert is required. Moreover, Wine quality assessment is very difficult as the relationships 
between the physicochemical and sensory analysis are complex and still not fully understood [2]. 

In literature, some researchers have used machine learning techniques to assess wine quality, but still a huge 
scope is available for improvement. Sun et al. [3] predicted six geographic wine origins based on neural networks 
fed with 15 input variables. They used 170 samples of data from Germany for their experiments. They got 100% 
predictive rate. Vlassides et al. [4] also used neural network for classification of Californian wine. Grape maturity 
level and chemical analysis are used for wine classification. A sample of 36 examples was used for experiments and 
achieved only 6% error. Moreno et al. [5] classified 54 wine samples into two red wine classes using probabilistic 
neural network. Yu et al. [6] classified 147 bottles of rice wine to predict three categories of wine using spectral 
measurements. Beltran et al. [7] used SVM, neural network and linear discriminate analysis to classify Chilean wine. 
The experiments and analyses were performed on three different varieties of Chilean wine. Cortez et al. [8] 
compared several classification of wine dataset. Jambhulkar et al. [9] used various techniques to predict heart disease 
using wireless sensor network. They collected data from Cleveland dataset and extracted important attributes to 
predict heart disease. Zaveri et al. [10] predicted different diseases like TB, cancer, diabetes etc. using data mining 
techniques.  

In this paper, linear regression, NN and SVM are implemented to determine dependency of wine quality on 
different 11 physicochemical characteristics.  Moreover, the predictions are also made for wine quality on the basis 
of important variables/characteristics, selected according to their dependencies.  

The paper is organized as follows: Section 2 provides the description and statistics of dataset used in this work. 
Section 3 discusses the proposed methodology in detail. Experimental results and analysis are explained in section 4. 
Conclusion is drawn in section 5.  

2. Dataset 

In this work, Wine dataset is used for all the experiments. Wine dataset is a collection of white and red wines 
[11]. White wine consists of 4898 samples and red wine contains 1599 samples. Each sample of both types of wine 
consists of 12 physiochemical variables: fixed acidity, volatile acidity, citric acid, residual sugar, chlorides, free 
sulfur dioxide, total sulfur dioxide, density, pH, sulphates, alcohol, and quality rating. The quality rating is based on 
a sensory test carried out by at least three sommeliers and scaled in 11 quality classes from 0 - very bad to 10 - very 
excellent.  

It is not possible to use both type of wine collections without preprocessing due to some deficiencies. One of the 
major deficiencies is the large amplitude of variable values e.g. sulfates (0.3–2) vs. sulfur dioxide (1–72). Moreover, 
some variables have values between 0 and 1. Such type of inconsistency may affect predictions due to more 
influence making by some variables than others. One of the ways to deal with such problem is linear transformation. 
Linear transformation can be achieved by dividing all the input values by maximum variable value.  

3. Proposed methodology 

In this work, machine learning techniques are used to determine dependency of wine quality on other variables 
and in wine quality predictions. This section gives insights of proposed methodology. First Wine dataset is pre-
processed as explained in previous section. Further, linear regression is applied to determine dependency of Wine 
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quality on other 11 independent variables (predictors). Then after, important predictors are selected according to 
dependency of wine quality on independent variables. At last, Wine quality is predicted with the help of support 
vector machine and neural network considering all predictors and selected predictors. The working of used machine 
learning techniques is discussed in following subsections. 

3.1. Linear regression 

Linear regression models the relationship between a dependent variable and two or more than two independent 
variables. It is used to predict the value of a variable based on the value of two or more other variables. It also 
allows determining the overall fit of the model and the relative contribution of each of the predictors to the 
dependent variable.  

A linear regression model with k number of predictors (independent variables) and one response (dependent) 
variable can be expressed as (1). 

Y = β0 + β1X1 + β2X2 + ∙ ∙ ∙ βk Xk + ϵ    (1) 

where, Y is response variable and Xi are predictors (independent variables). ϵ is the residual term of the model, 
which is used for inference on the remaining model parameters. β0, β1, β2, ..., βk are regression coefficients. 

 

Fig. 1. Artificial neural network. 

3.2. Neural network 

Neural network is used by all human beings and animals to process information. It uses trillions of neurons for 
exchanging information through electrical pulses. But in the context of computer, NN is known as Artificial Neural 
Network (ANN). In this work, implemented neural network consists of three layers: input, hidden and summation, 
output as shown in Fig. 1. The function at input layer which passes input Xi to the hidden layer can be expressed as 
(2). 
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where σ is the width of the kernel. The output node computes A/B, which is Y. 
The hidden layer consists of all training patterns Xi. When an unknown pattern X appears to this neural network 

then the squared distance between X and each Xi is computed. The squared distance can be expressed as (3). 

Di2 = (X − Xi )T (X − Xi )    (3) 
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