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a b s t r a c t

Computer simulation of real system behaviour is increasingly used in research and devel-
opment. As simulation models become more reliable, they also often become more com-
plex to capture the progressive complexity of the real system. Calculation time can be a
limiting factor for using simulation models in optimisation studies, for example, which
generally require multiple simulations. Instead of using these time-consuming simulation
models, the use of metamodels can be considered. A metamodel approximates the original
simulation model with high confidence via a simplified mathematical model. A series of
simulations then only takes a fraction of the original simulation time, hence allowing sig-
nificant computational savings.

In this paper, a strategy that is both reliable and time-efficient is provided in order to
guide users in their metamodelling problems. Furthermore, polynomial regression (PR),
multivariate adaptive regression splines (MARS), kriging (KR), radial basis function net-
works (RBF), and neural networks (NN) are compared on a building energy simulation
problem. We find that for the outputs of this example and based on Root Mean Squared
Error (RMSE), coefficient of determination (R2), and Maximal Absolute Error (MAE), KR
and NN are the overall best techniques. Although MARS perform slightly worse than KR
and NN, it is preferred because of its simplicity. For different applications, other techniques
might be optimal.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Computational models are commonly used in various fields such as engineering and economics to simulate system
behaviour. Due to the increasing reliability of these models, simulation is usually more useful and less expensive than
real-time experiments, which may not be feasible. Depending on the model complexity, simulations can take from only a
second to several days, weeks, or even months. Despite the huge potential of these simulations, excessive calculation time
might be a limiting factor, especially in optimisation problems. Moreover, lowering calculation time by reducing the model
complexity is not an option as this might lead to less reliable results. To counter this computational barrier, metamodels –
also known as surrogate models – have been introduced to replace potentially time-consuming models [1,2]. Metamodels
aim at mimicking the original complex simulation model via a simplified mathematical model, statistically determined
based on original model realisations. The simulation then only takes a fraction of the original simulation time, allowing
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significant computational savings, without compromising the reliability. Both stationary and dynamic metamodels can be
constructed, however the focus of this paper is limited to the former.

Several metamodelling techniques were developed to address this increasing interest, and different applications
appeared in the literature during the last few decades. Based on both mathematical and engineering test problems with a
varying number of inputs, number of samples, degree of non-linearity, noisy behaviour, and applied fitting algorithm, several
metamodelling techniques were compared [1,3–8]. Amongst others, mainly polynomial regression, multivariate adaptive
splines, kriging, radial basis function networks, and neural networks were explored. In the above-mentioned literature, poly-
nomial regression is considered as the worst performing technique, while neural networks are advised for problems with
many inputs, and kriging is recommended for highly non-linear problems. When the considered problem is noisy however,
kriging typically performs the worst. Depending on the number of samples, the degree of non-linearity and noisy behaviour
of the particular problem and also the employed algorithm, yet other techniques may provide better models.

Instead of focussing on the theory of metamodelling and developing new techniques and algorithms, this paper aims at
guiding users in metamodelling more complex engineering problems based on readily available algorithms. This was already
intended by Simpson et al. [1] and Wang and Shan [2] for design optimisation, however no concrete guidelines were pre-
sented. This paper therefore wants to take this one step further by proposing a practical metamodelling strategy. To illustrate
this, a building energy simulation example is chosen as metamodelling was only very recently introduced in this field to
overcome the time barrier in optimisation [9,10]. The time-efficiency of metamodels enable them to also be used in robust
optimisation such as in [11,12], which generally requires significantly more simulations. Although the metamodels them-
selves are computationally inexpensive to run, they are not always constructed in the most time-efficient way. Eisenhower
et al. [9] and Ferreira et al. [10], for example, both used about 5000 samples to fit their metamodels. As this is not feasible for
very computationally-expensive simulation models, this paper proposes a metamodelling strategy dealing with both time-
efficiency and reliability: a well-performing metamodel trained on as few samples as possible will be preferred.

Section 2 first describes the theory concerning fitting and validating metamodels. Five groups of metamodelling tech-
niques are described, with a focus on the selection of algorithms: polynomial regression, multivariate adaptive regression
splines, kriging, radial basis function networks, and neural networks. Section 3 then proposes a metamodelling strategy,
using as little data as possible without compromising the reliability of the metamodel. The building energy simulation appli-
cation is described in Section 4, and the results for this are presented in Section 5.

2. Metamodelling theory

Wang and Shan [2] and Kleijnen and Sargent [13] emphasise the importance of both fitting and validating metamodels in
view of model reliability. This is indeed one of the major concerns as metamodelling aims to replace a model without becom-
ing unreliable. Therefore, this section first describes the fitting of a metamodel followed by the validation. Furthermore, a
selection of five metamodelling techniques is described as these are thought to be most useful based on literature: polyno-
mial regression (PR), multivariate adaptive regression splines (MARS), kriging (KR), radial basis function networks (RBF), and
sigmoidal neural networks (NN).

2.1. Fitting

A metamodel is a mathematical function for which the coefficients are determined based on a limited number of input/
output combinations. To create n samples of the p inputs, a Monte-Carlo based sampling technique is used in this paper. This
is described briefly in Section 3.1 and in more detail in [14]. The original simulation model is run for these samples to obtain
the n corresponding values for each of the outputs. These data will be referred to as training data. In general, these training
data are standardised (zero mean, unit variance) to overcome influences from parameter units. Each output is then modelled
separately or together with a metamodelling technique. With these techniques, the training process results in an indepen-
dent model to estimate new input/output combinations within the range of the sampled combinations. The more training
data are used, the better the metamodel can perform in general. It is however possible that the training data are perfectly
fit, while unseen data are not approximated well at all. This phenomenon is called overfitting and can be avoided by employ-
ing generalisation methods that reduce the complexity of the model by

� regularisation: limiting the Euclidean norm of the coefficients vector, in order to avoid unnecessarily large coefficients, or
� pruning: reducing the number of coefficients before or after fitting them, in order to avoid too many coefficients.

Amongst the variety of readily available algorithms for each of the metamodelling groups described in Section 2.3, algo-
rithms employing these generalisation methods are selected. In this paper, all algorithms are provided by MATLAB toolboxes
and are referred to when the techniques are described.

Each of the selected algorithms contain several settings that have to be defined by the user. Different settings might result
in differing metamodels, of which only the best is retained, selected via a model selection criterion. Such a criterion indicates
the trade off between the goodness of fit and model complexity in order to avoid more coefficients than needed. The Akaike
information criterion (AIC) [15] is commonly used for that purpose and is given by
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