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A B S T R A C T

Query expansion term selection methods are really very important for improving the accuracy and efficiency of
pseudo-relevance feedback based automatic query expansion for information retrieval system by removing
irrelevant and redundant terms from the top retrieved feedback documents corpus with respect to user query.
Individual query expansion term selection methods have been widely investigated for improving its
performance. However, it is always a challenging task to find an individual query expansion term selection
method that would outperform other individual query expansion term selection methods in most cases. In this
paper, first we explore the possibility of improving the overall performance using individual query expansion
term selection methods. Second, we propose a model for combining multiple query expansion term selection
methods by using rank combination approach, called multiple ranks combination based query expansion. Third,
semantic filtering is used to filter semantically irrelevant term obtained after combining multiple query
expansion term selection methods, called ranks combination and semantic filtering based query expansion.
Fourth, the genetic algorithm is used to make an optimal combination of query terms and candidate term
obtained after rank combination and semantic filtering approach, called semantic genetic filtering and rank
combination based query expansion. Our experimental results demonstrated that our proposed approaches
achieved significant improvement over each individual query expansion term selection method and related
state-of-the-art approaches.

1. Introduction

Retrieving relevant documents that can fulfill user need is one of
the major challenges in information retrieval system. One of the most
feasible and successful technique to handle this problem is Pseudo-
Relevance Feedback (PRF) based Query Expansion (QE), where in PRF
based query expansion some top documents retrieved in first iteration
are used to expand the original user query. In order to consider the
above problem, there is a need of automatic PRF based query
expansion techniques that can automatically reformulate the original
user query. In last some years, it has been observed that the volume of
data available online has dramatically increased while the number of
query terms searched remained very less. According to the authors in
[1], the average query length was 2.30 words, the same reported ten
years after in Van Rijsbergen [2]. While there has been a slight increase
in the number of long queries (of five or more words), the most
prevalent queries are still those of one, two, and three words. In this
situation, the need and the scope of PRF based Automatic Query
Expansion (AQE) have increased. In this work, our focus is on PRF

Based Automatic Query Expansion (PRFBAQE). The PRFBAQE is an
effective technique for boosting the overall performance in Information
Retrieval (IR). It assumes that top-ranked documents in the first-pass
retrieval are relevant, and then uses feedback documents as a source
for selecting adding potentially related terms. Although PRF based
query expansion has been shown to be effective in improving IR
performance [3–10] in a numbers of IR tasks.

The main problem of automatic query expansion is that it cannot
work efficiently due to the inherent sparseness of the user query terms
in the high dimensional corpus. Another problem is that not all the
terms of top retrieved documents (feedback documents) are important
for the query expansion. Some of the query expansion term may be
redundant or irrelevant. Some may even misguide the result, especially
when there are more irrelevant query expansion terms than relevant
ones. Query expansion selection aims to remove redundant and
irrelevant terms from the term pool (top retrieved documents as
feedback documents for selecting user query expansion term), and
the selected query expansion term set should contain sufficient and
reliable information about the original document. Thus, query expan-
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sion term selection should not only reduce the high dimensionality of
the feedback document corpus (term pool), but also provide a better
understanding of the documents, in order to improve the automatic
query expansion result. Feedback based different query expansion term
selection methods have been widely used in the automatic query
expansion, and it has been reported that query expansion term
selection methods can improve the efficiency and accuracy of informa-
tion retrieval model.

Traditional query expansion term selection methods for automatic
query expansion are either corpus statistics based or term association
based, depending on the used algorithm in the retrieval model. Term
association based term selection methods, such as Mutual information
[11] and Co-occurrence information [2,12] estimate the goodness of
each term based on the occurrence of terms in feedback documents
(term pool). Corpus statistics based query expansion term selection
methods, such as Kullback-leibler divergence [13], Binary indepen-
dence model [14] and Robertson selection value [15] estimate the
goodness of each term based on the distribution of terms across the
corpus and using the query term informations present in feedback
documents. He et al. [16] proposed an improved approach of the
classical Okapi-BM25 model by utilizing the term proximity evidence.
Bache et al. [17] presented that some scoring functions possess a
likelihood property, which means that the scoring function indicates
the likelihood of matching when compared to other retrieval tasks. This
is potentially more useful than pure ranking even though it cannot be
interpreted as an actual probability. Pedronette et al. [18] presented a
novel approach for the re-ranking problem. It relies on the similarity of
top-k lists produced by efficient indexing structures, instead of using
distance information from the entire collection. Singh et al. [19]
presented contextual window based approach to select the query
context related terms from top feedback documents. Wu [20] ad-
dressed deficiencies in current information retrieval models by inte-
grating the concept of relevance into the generation model using
various topical aspects of the query.

Most of study on the query expansion term selection focused on the
performance improvement of individual query expansion term selec-
tion methods. However, it remains as a challenge to develop an
individual query expansion term selection method that would outper-
form other methods in most cases. Moreover, as multiple query
expansion term selection methods are available; it is natural to
combine them for better performance by taking advantage of their
individual strength. In the past, experiments of combining multiple
query term selection methods have been conducted, but no theoretical
analysis has been done. Combinations of two uncorrelated and high-
performing query expansion term selection methods have been tested
[21]. After combining expansion terms from different term selection
methods, it became compulsory to check the semantic meaning of
selected expansion terms with the user query for to avoid query drifting
problem. For this purpose, we use the concept of semantic similarity
with the help of Word2Vec [22].

For this purpose, we use the concept of Word2Vec based semantic
similarity with the help of Word2Vec. After applying Word2Vec based
semantic filtering, a refined set of additional expansion terms obtained.
Even After applying semantic similarity concept, there are a large set of
expansion terms, but we need some selected combination of expansion
terms, now we apply genetic algorithm for finding optimal combination
of expansion term and query te0rms. Some work has been done for
using a genetic algorithm for information retrieval and query expan-
sion. Most of the work has been done to tune the weights of query
terms or matching functions. Pathak [23] have used a genetic
algorithm for improving the efficiency of matching function of an
information retrieval system. Araujo [24] have used a genetic algorithm
for query expansion based on stemming and morphological variations.
The author in [25] presents a new method for query reweighting to deal
with document retrieval. The proposed method uses genetic algorithms
to reweight a user's query vector, based on the user's relevance

feedback, to improve the performance of document retrieval systems.
Some related studies [26–35] showing the motivational results
achieved with the help of genetic algorithm and other evolutionary
approaches.

In this research, we investigated a new approach of rank combina-
tion to combine multiple query expansion term selection methods. The
rank combination is a method to analyze the combine multiple scoring
systems. The rank combination has been applied to a variety of
domains such as information retrieval, recommendation system, expert
system and many more. In this paper, we studied the use of the rank
combination, semantic filtering based rank combination and score
combination of four traditional term selection methods: Kullback-
Leibler Divergence (KLD), Co-occurrence Information (Co-occur-
rence), Binary Independence Model (BIM) and Robertson Selection
Value (RSV). After it we use semantic filtering to filter irrelevant terms
from term collection, and then the genetic algorithm is used to optimize
expansion terms combination, finally some selected query expansion
terms are used to reformulate the original query. Our experimental
results with real data sets demonstrated that combining multiple query
expansion term selection methods could improve the performance of
AQE for retrieval model in term of the average precision, recall and F-
measure values of the results.

The major contributions of this work are summarized as follows:

➢ First, we presents KLD, Co-occurrence, BIM and RSV term selec-
tion methods for pseudo-relevance feedback based automatic query
expansion, with this, the experimental analysis of all these term
selection methods are presented with evaluation parameter score.

➢ Second, we combine the ranked list of query expansion terms
suggested by different expansion term selection methods discussed
in Step 1; here we combine these ranks with the help of most
popular rank aggregation methods such as Borda, Condorcet,
Reciprocal, and Sumscore.

➢ Third, we proposed Word2Vec based semantic filtering approach
that is used to filter the irrelevant and redundant expansion terms
with context to user query obtained from Step 2; for this purpose
Word2Vec based semantic similarity module is used to find
semantic similarity.

➢ Fourth, we proposed a genetic algorithm to get an optimal
combination of expansion terms obtained from Step 3 with user
query terms, with the help of this approach we found a set of best
performing query expansion terms.

➢ Conduct Paired t-test between our proposed approaches and other's
model considered as the baseline model.

The organization of this paper is as follows. In Section 2, we briefly
introduce four individual query expansion term selection methods.
Section 3 explained our proposed model and its algorithm with rank
aggregation, semantic filtering and with genetic algorithm based
approach. Section 4 presents the experimental results of different
query expansion term selection methods are compared and with each
other, next in this section our proposed approaches results are
presented and compared or analyzed with baseline approaches in
terms of the precision, recall and F-measure on both FIRE and TREC
datasets. Finally, Section 5 presents conclusion and future research
directions.

2. Query expanding term selection methods

2.1. Kullback-Leibler divergence based query expansion

The Kullback-Leibler Divergence (KLD) [13] is well-known in
information theory [12]. KLD based approach has been used in natural
language and speech processing applications based on statistical
language modelling in information retrieval. KLD can be used as a
term-scoring function that is based on the differences between the
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