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a  b  s  t  r  a  c  t

In  the present  study,  an efficient  bagging  ensemble  model  based  on two well-known  decision  tree  algo-
rithms,  namely,  M5′ and  Classification  and  Regression  Trees  (CART)  is utilized  so  as  to  estimate  the  peak
time-domain  strong  ground  motion  parameters.  Four  different  predictive  models,  namely,  CART,  Ensem-
ble M5′,  Ensemble  CART,  and  Ensemble  M5′ + CART  are developed  to  evaluate  Peak  Ground  Acceleration,
Peak  Ground  Velocity,  and  Peak  Ground  Displacement.  A  big  database  from  the  Pacific  Earthquake  Engi-
neering  Research  Center  is employed  so  as to  develop  the proposed  models.  Earthquake  magnitude,
earthquake  source  to site  distance,  average  shear-wave  velocity,  and  faulting  mechanisms  are  consid-
ered as  the  predictive  parameters.  The  superior  performances  of  the developed  models  are  observed  in
the  validation  against  the  most  recent  soft  computing  based  models  available  in  the  specialized  litera-
ture.  Parametric  as well  as  sensitivity  analyses  are  carried  out  to ensure  the robustness  of  the predictive
models  in  discovering  the physical  concept  latent  in the  nature  of  the  problem.

© 2018  Elsevier  B.V.  All  rights  reserved.

1. Introduction

The peak time-domain strong ground motion parameters, Peak
Ground Acceleration (PGA), Peak Ground Velocity (PGV), and Peak
Ground Displacement (PGD), are well known to characterize an
earthquake, and helpful in risk assessment and seismic analysis
of structures. Predicting the fore-mentioned parameters via meth-
ods other than the comprehensive approaches such as physical
modeling and field investigation has been the subject of inter-
est among many researchers, which known as ground motion
prediction equations (GMPEs), or empirical ground motion mod-
els, or attenuation relations. Attenuation relations developed in
the Pacific Earthquake Engineering Research Center (PEER) in two
phases, NGA-West1 [1,2] and NGA-West2 [3], which are known as
CB08 and CB14, respectively, are the most common predictive mod-
els among many others [4]. These models are developed based on
the regression analysis approach using 1561 records from 64 earth-
quakes and 15,521 records from 322 earthquakes (in California and
the worldwide known as strong ground motion databases), respec-
tively. In the regression analysis, the peak time-domain strong
ground motion parameters are frequently calculated as a func-
tion of the independent earthquake parameters as well as the
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physical parameters. The recent breakthroughs in Soft Computing
(SC) based methods have enabled researchers to develop highly
predictable SC-based attenuation relations which have merits such
as the ability in learning and generalizing interactions among many
variables, and the capability of assuming no equation form. Güllü
and Erç elebi [5] firstly developed a neural network approach using
strong ground motion data from Turkey. Neural networks are also
used by Rees et al. [6] to predict earthquakes in Chile. Further-
more ANN besides feature selection techniques have been used by
Martínez-Álvarez et al. [7] to improve prediction ability of ground
motion parameters. A survey of earthquake magnitude prediction
based on ANNs is made by Florido et al. [8]. Very recently Asencio-
Cortés et al. [9] used ANN for Medium–large earthquake magnitude
prediction in Tokyo. Alavi et al. [10] used a new variant of genetic
programming, namely multi expression programming (MEP) for
ground motion prediction problem. Genetic expression program-
ming besides the regression models and likelihood estimation are
also used by Güllü [11] for prediction of PGA using case records of
Turkish strong ground motion data. Genetic programming [12] and
gene expression programming [13] are also used in other studies to
develop the GMPEs. Hybrid soft computing techniques [14–17], i.e.
coupling the available methods with metaheuristics with the aim of
improving the accuracy also attracted some attentions. Other meth-
ods such as lagramge [18], conic multivariate adaptive regression
splines [19], support vector machine [20], M5′ algorithm [21], and
randomized adaptive neuro-fuzzy inference system [22] are bene-
fited to develop the GMPEs. Tree based ensemble learning [23] and
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imbalanced classification and ensemble learning [24] have been
used successfully for short and large earthquake magnitude pre-
diction terms in Hindukush region and Chile, respectively. Very
recently four machine learning techniques including pattern recog-
nition neural network, recurrent neural network, random forest
and linear programming boost ensemble classifier have been used
for earthquake magnitude prediction in Hindukush region [25].

Owing to the complex nature of the peak time-domain strong
ground motion parameters estimation problem, accurate SC-based
prediction models development is indispensable. Although numer-
ous SC-based estimation models have been proposed since the
last decade, their accuracy level is not satisfying enough and is
not meticulously considered. This survey is aimed at implement-
ing the ensemble method to improve the prediction capability of
soft computing based approaches so as to reach more accurate pre-
dictive models. The main idea behind the ensemble method is to
rank a set of preceding candidate predictive models and incorpo-
rate them into a single ensemble model. This method often leads
to a more precise model compared to single soft computing based
model since it employs benefits of each base learner algorithms
[26,27]. Very recently Roselli et al. [28] numerically evaluate and
score a set of GMPEs and then an ensemble modelling is employed
to merge the results of these GMPEs. In the current study, the
bagging ensemble method known as the most popular ensem-
ble algorithm [29] is employed to combine the predictions of M5′

and Classification and Regression Trees (CART) algorithms. The M5′

algorithm has been successfully used recently by the authors [21]
so as to develop attenuation relations and has shown comparable
performance against the existing models. The CART algorithm is
also a well-known decision tree algorithms; however, the perfor-
mance of the CART based model is often relatively weaker than
other machine learning approaches [30]. The leading causes for
such weak performances can be attributed to its high affection to
the noise data as well as the redundant attributes of data [31]. In
this study, the bagging ensemble algorithm is employed to enhance
the performances of the CART and M5′ methods by combining their
results.

In this regard, four different predictive models including CART,
Ensemble CART, Ensemble M5′, and Ensemble M5′ + CART are
developed. Almost all the SC-based models available in the lit-
erature are developed based on the NGA-West1 strong motion
database. The same database is utilized herein to evaluate the
predictive capability of the developed models against other avail-
able SC-based models. The contribution of four different influential
parameters including earthquake magnitude, earthquake source
to site distance, average shear-wave velocity, and faulting mech-
anisms are taken into account. Results show that the developed
models can significantly improve the performance metrics. The
parametric and sensitivity analyses are also performed to make
sure that the developed models capture the physical concept of
the problem.

The remaining sections of this article are organized as follows.
Section 2 outlines the methodology used in this study. Section 3
describes the model development procedure. Results and discus-
sions are made in three subsections within Section 4 containing
performance analysis and comparative study, sensitivity analysis,
and also parametric analysis. At the end, the article is concluded in
Section 5.

2. Methodology

In the present study, Decision Tree (DT) is used to discover the
relationship between peak ground motion parameters as outputs
and the effective input parameters involved in the phenomenon.
DTs are classified as data mining approaches, which can be utilized

to solve both regression and classification problems. DTs consist
of several nodes and leaves which are connected to each other
as an inverted tree-shaped structure. The root node of the tree is
located at the top and leaves are placed at the bottom of the nodes.
Input instances are inserted into each node and different branches
are generated based on a test criterion. The process of produc-
ing branches continues until all instances have been classified in
a special branch.

In the problems related to regression (i.e. the output is con-
tinuous), Model Tree (MT) and Regression Tree (RT) are often
applied as predictive algorithms. The main difference between two
approaches is that the predictive model in RT is stated as con-
stant values while MT  presents its model as a linear combination of
input parameters in each leave. The Classification and Regression
Tree (CART) as a RT approach and the M5′ as a MT  approach have
been widely used to solve real-world problems. These methods are
outlined in the following subsections.

2.1. CART

Classification and Regression Tree (CART) is one of the most
common decision tree algorithms, in which the DT is developed
based on a recursive partitioning method. CART algorithm is intro-
duced by Breiman et al. [32] and can be used for either regression
or classification problems. In case of classification problem, a clas-
sification tree is developed based on the CART algorithm while a
regression tree is generated by the algorithm for a regression prob-
lem. In this study, the regression tree is used and therefore, its
algorithm is described. CART algorithm divides the whole database
into several subsets using different predictor variables. These sub-
sets are generated repeatedly and begin with the entire database.
The procedure of constructing a regression tree can be divided into
three steps: (i) creating a set of questions based on predictor vari-
ables (X) (e.g. is X ≥ c? where c is a constant, the answers to such
questions can be yes or no); (ii) defining a splitting or goodness of
fit criteria to choose the best split on variables; and (iii) providing
a summary of statistics at the internal node.

The CART algorithm implements the Least Squared Deviation
(LSD) impurity so as to determine the splitting rules and goodness
of fit. The LSD measure (R(t)) can be simply calculated as follows:

R (t) = 1
Nw(t)

∑
i ∈ t

ωifi (yi − ȳ (t))
2

(1)

ȳ (t) = 1
Nw(t)

∑
i ∈ t

ωifiyi (2)

Nw(t) =
∑
i ∈ t

ωifi (3)

where Nw(t) is the weighted number of samples in node t, ωi is the
value of the weighting response for record i (if any), fi is the value
of the record response (if any), yi is the response value, and ȳi is the
mean value of response values. To split s at node t, the LSD uses the
following criterion:

Q (s, t) = R (t) − R (tL) −  R (tR) (4)

where tR and tL are the left and right child nodes of node t, respec-
tively. The split s is determined to maximize the Q (s, t).

2.2. M5′

The M5′ algorithm is one of the most common decision tree
algorithms so as to analyze complex systems with very high dimen-
sionality up to hundreds of attributes. The M5  algorithm was firstly
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