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a  b  s  t  r  a  c  t

The  lion’s  algorithm  is  a novel  evolutionary  algorithm  designed  to  imitate  the  behavior  observed  in  a  pride
of lions.  This  study  solves  the  classification  problem  by  employing  the  lion’s  algorithm  for  the  selection  of
feature  subsets  in  high  dimensional  data.  The proposed  feature  selection  process  identifies  and  removes
irrelevant/redundant  features  to  reduce  data  dimensionality  and thereby  improve  the  efficiency  and
accuracy  of classification.  We  devised  three  versions  of  the  lion’s  algorithm  in  which  greedy  search  was
applied  to  the  territorial  defense  strategy  and/or  territorial  takeover  strategy.  Experiments  using  datasets
in the  UCI machine  learning  database  demonstrate  the superiority  of  the  modified  versions  over  the
original  algorithm.  Ultimately,  the  approach  involving  the  application  of  greedy  search  to  territorial
defense  proved  the  most  effective.

© 2018  Published  by  Elsevier  B.V.

1. Introduction

Information technology is being used in a wide variety of sur-
prising applications. The use of computer algorithms to identify
diseases [1] is an example of data classification via machine learn-
ing. Briefly, a training dataset (previously classified data) is used
to establish a classifier used to identify the class of unknown data.
Numerous classification techniques have been developed, such as
artificial neural networks [2], Bayes classifiers [3], and support vec-
tor machines (SVM).

Classification algorithms often have difficulty dealing with data
sets that include a large number of features, which greatly increase
the temporal and spatial complexity. Many of the features in an
input data set are irrelevant or redundant and should therefore be
eliminated. Feature selection is the process of identifying the subset
of features that would allow the classifier to perform most effec-
tively. Numerous previous studies [4–6] have coupled classification
algorithms with feature selection methods based on global search
methods, such as evolutionary algorithms.

Evolutionary computation [7] is a universal meta-heuristic
algorithm used to resolve optimization problems. Many of these
systems are modeled on biological mechanisms, such as genetic
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algorithms [8] and particle swarm algorithms [9]. Swarm intel-
ligence uses population-based searches to solve optimization
problems. The lion’s algorithm was developed in 2012 as an evo-
lutionary algorithm based on swarm intelligence. This algorithm
has been shown to outperform genetic algorithms in all bench-
mark functions [10]. In a previous study [11], the lion’s algorithm
outperformed the genetic algorithm when implemented as a wrap-
per feature selection method and support vector machine classifier
for problems of classification. In this study, we  illustrate modified
versions of the lion’s algorithm that enable it to outperform the
original.

This paper is organized as follows: Section 2 presents a short
introduction to feature selection, support vector machines, and the
lion’s algorithm. Section 3 describes the modified lion’s algorithm.
Section 4 outlines the experiment used to evaluate the proposed
algorithm and our results. Conclusions are drawn in Section 5.

2. Background

In this section, we review previous research efforts into feature
selection, support vector machines, and the lion’s algorithm.

2.1. Feature selection

High dimensional data can greatly undermine the efficiency of
machine learning. Feature selection makes it possible to reduce the
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Fig. 1. Feature selection followed by validation.
(Cited from Manoranjan Dash, Huan Liu, 1997).

number of unnecessary features in order to improve classification
accuracy, reduce error rates, and improve efficiency (Fig. 1).

Feature selection is the process of identifying the optimal sub-
set of features according to a given evaluation criteria; however,
the computational overhead tends to be very high [12]. Other
approaches based on heuristics or random search methods have
been developed to reduce computational complexity by compro-
mising optimality. A typical feature selection method includes four
basic components:

(1) Generation of candidate subsets
(2) Evaluation of candidate subsets
(3) Stopping criterion
(4) Validating the validity to identified subset

Despite the various methods used in feature selection, the basic
steps of generation, evaluation, and stopping are typical of nearly
all methods.

2.2. Support vector machines

In 1995, Vapnik [13] proposed the support vector machine
(SVM), a supervised learning model based on structural risk mini-
mization. SVM has been widely applied in the fields of classification
and regression. SVM is based on statistical learning theory in which
two types of data are divided up on a hyper-plane with the maxi-
mize possible separation. For data located in n-dimensional space,
we use the following formula for the hyper-plane:

w · x + b = 0 (1)

where w is the vector of the data dimension, b is a constant repre-
senting the degree of bias, the purpose of which is to ensure that the
hyper-plane falls within the correct position space after a horizon-
tal movement. SVM classification involves using the hyper-plane
as a decision function, as follows:

f (x) = sgn (w · x + b) (2)

When each data x is substituted into the decision function (2), the
result is only {+1, −1}. If the result is +1, the data x is belongs to a
class that is positive, −1 represents a class that is negative. Hence,
all data can be divided into “positive” and “negative” categories.

A suitable hyper-plane situates the two categories at a maxi-
mal  distance. Based on the separation of categories, hyper-plane in
Fig. 2(b) is superior to that in Fig. 2(a).

Fig. 2. (a) Non-optimal hyper-plane; (b) optimal hyper-plane.

Table 1
Elements used in the lion’s algorithm.

Element Role

pride Group of lions
Lmale Lion
Lfemale Lioness
Lcub Cub generated by lion and lioness
Lnomad Nomadic lion

Previous studies have demonstrated that SVM classifiers com-
bined with a bio-inspired feature selection mechanism, such as a
cat swarm optimization [4,5] or school of fish [6] outperform those
without feature selection. In this study, we did not make changes to
the SVM mechanism, but rather used SVM as a black box to generate
a classification model for feature selection.

2.3. Lion’s algorithm

The lion’s algorithm was developed by Rajakumar in 2012 [14],
and adopted for standard- and large-scale bilinear systems in 2014
[15]. Lions live in a grouping called a pride with one male leader.
Male cubs live in their birth pride until they reach early adulthood,
whereupon they leave the pride to wander alone as nomadic lions.
If during their wandering, a nomadic male encounters a new pride,
it may  challenge the leader for dominance. In the event that the
nomadic male wins this encounter, it becomes the new leader of
the pride. In the lion’s algorithm, each lion represents a solution.
As shown in Fig. 3 and Table 1, the algorithm proceeds through
four basic steps: pride generation, mating, territorial defense and
territorial takeover.
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