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a  b  s  t  r  a  c  t

In  this  paper  we  propose  to train an ensemble  of classifiers  from  a single  convolutional  neural  network
(CNN)  and  softly  combine  these  classifiers  for  scene  categorization.  Specifically,  we  explore  the  hier-
archical structure  of a CNN  to  extract  multiple  types  of  features  from  images,  and  train  a  multi-class
classifier  corresponding  to  each  type of features.  To  combine  these  classifiers  effectively,  a  soft  combina-
tion  strategy  is  introduced.  Considering  the  fact that different  images  may  need  to  be  discriminated  by
using different  types  of  features,  we  train  a set of  auxiliary  binary-class  classifiers  to  estimate  the  quality
of  categorizing  an  image  by using  the  corresponding  multi-class  classifiers,  so  that  a dynamic  weight  can
be assigned  to each  of the  multi-class  classifiers  for  combination.  On  the  other  hand,  because  features
extracted  from  different  layers  of  a CNN  differ  largely  in  their  levels  of  abstraction,  classifiers  trained
based  on  these  features  have  quite  different  capabilities  for scene  categorization.  To  address  this  issue,  in
the soft combination  strategy  we  adopt  the  genetic  algorithm  to learn  another  set of static  weights  for  the
multi-class  classifiers  for  combination.  The  static  weights  are  to adapt  the  multi-class  classifiers  to  given
datasets.  Finally,  to  categorize  an  image,  the  multi-class  classifiers  are  combined  by  using  both  dynamic
and  static  weights.  We  conduct  experiments  on  two  challenging  benchmark  datasets,  MIT-indoor  scene
67  and  SUN397.  Experiment  results  show  that the  proposed  method  is effective  for  scene  categorization
and  can  give  superior  results  to state-of-the-art  approaches.

© 2018  Elsevier  B.V.  All  rights  reserved.

1. Introduction

The ability to categorize various scenes is important for humans
to understand the environments [1]. Although humans are able to
categorize scenes accurately and rapidly, it is a challenging task
for computers. Aiming to make computers categorize scenes like
humans, scene categorization has become one of the fundamental
problems in the field of computer vision. With a wide range of appli-
cations such as image retrieval, autonomous vehicles, intelligent
robotics and human–computer interaction, scene categorization is
attracting more and more attention [2–4].

Since scene images are characterized by huge inter-class sim-
ilarities and intra-class variabilities, scene categorization is more
challenging than other image understanding tasks. The category of
an image is not only determined by its contents, but also by the
arrangements and interactions of the contents. For example, Fig. 1
shows sample images from scene categories: meeting room and
classroom. It can be seen that images from both categories contain
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desks and chairs. Therefore, it is difficult to distinguish these two
categories just by the objects they contain. The arrangements of the
objects in the images are also essential.

Due to complexities of scene images, in order to perform scene
categorization accurately, methods that can explore information
in scene images effectively are needed. In the last decade, vari-
eties of scene categorization approaches have been proposed. From
methods that utilize low-level image features [5,6] to methods that
are based on high-level object features [7–9], features of differ-
ent levels of abstraction have been employed, and considerable
progress has been made. However, features used in these methods
are all hand-engineered. The design of hand-engineered features
needs solid professional knowledge and large amounts of time and
efforts. Furthermore, they are hard to be adapted to other tasks. As a
result, further improvements of performances of hand-engineered
features are limited.

On the other hand, recently remarkable successes have been
made by convolutional neural networks (CNNs) in various visual
tasks [10–15]. After being trained on large-scale image datasets,
such as ImageNet [16,17] and Places [18], CNNs can generate
deep features that are rich in semantic information. Such features
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Fig. 1. Sample images from categories meeting room and classroom. Meeting room
images are in the first column, while classroom images are in the second column.

are widely used for image classification and understanding tasks
[19–21].

In addition to works mentioned above, convolutional neural net-
works can be used to solve various other tasks. For example, in [22],
the authors propose a rice disease identification method, where 10
common rice diseases are identified by utilizing deep convolutional
neural networks with an accuracy much higher than traditional
methods. Lu et al. utilize convolutional neural networks to solve the
biomimetic robot path planning problem and accomplish superior
results to conventional methods [23].

CNNs are constructed by layers of neural network units, each
of which applies certain operation to its inputs and feeds the out-
puts to the layer that follows it. Typically, CNNs are composed of
convolution, pooling, non-linearity and full-connection layers [11],
of which convolution and full-connection layers contain learnable
weights. After training, these layers can be used to extract fea-
tures from images. CNNs use hierarchical structures to compute
representations for input images in a layer by layer manner [24].

Inspired by achievements made by CNNs in image classifica-
tion [11], researchers begin to adopt CNNs for scene categorization
widely. Donahue et al. use deep CNNs trained on the dataset Ima-
geNet for scene categorization directly [25]. Gong et al. [26] use the
VLAD method [27] to pool features extracted with CNNs from multi-
scale local image patches. Zhou el at train CNNs over a scene-centric
image database to perform scene categorization [18]. Herranz et al.
design multi-scale CNN architectures for categorizing scene images
[28]. Although remarkable progress is made by methods that use
CNNs for scene categorization, there are few approaches on explor-
ing features extracted from multiple layers of CNNs for scene
categorization.

Because both low-level [5,6] and high-level features [7–9] are
useful for scene categorization, and have been applied to tackle
this task with certain achievements, it is intuitive to explore fea-
tures of multiple levels of abstraction to take full advantage of the
information that can be extracted from images for effective scene
categorization. Considering that CNNs can extract features which
are of different levels of abstraction from images, we  propose to
train an ensemble of classifiers based on features from different
layers of CNNs for scene categorization.

The theoretical basis of the proposed method is as follows.
Diversity is crucial for obtaining accurate ensembles [29–31].
Therefore, different individual classifiers in an ensemble are
encouraged to represent different subspaces of the classification
problem for specializing [32,33]. In feature subset based methods,

diversity is realized by manipulating input feature sets for creating
ensemble members [34], so that each classifier is given a different
projection of the training set [35]. In these methods, the diversity
of the ensemble is obtained by diversifying the feature subsets.

On the other hand, deep neural networks can generate
progressively more abstract features through the hierarchical
architectures, where more abstract representations at higher lay-
ers can be constructed by less abstract ones in lower layers [36,37].
Particularly, in CNNs, this abstraction is explicitly built via a pool-
ing mechanism [24]. Furthermore, work on understanding features
generated by CNNs has demonstrated that low layers in CNNs can
capture low-level visual patterns such as corners and edges, while
high layers can capture high-level features such as objects and their
parts [38–40]. Previous research shows that features generated at
higher layers of CNNs are more semantically meaningful and more
abstract.

From properties of CNNs, it can be seen that outputs of each layer
of a CNN are different from each other, capturing visual concepts
of different levels of abstraction. Therefore, based on the diversity
theorem of ensemble classifiers, it is reasonable to train an ensem-
ble of classifiers from outputs of different layers of a CNN for scene
categorization.

Since CNNs mainly depend on layers that contain learnable
weights to extract features from images, corresponding to each
convolution and full-connection layer, we train a multi-class clas-
sifier. Consequently, an ensemble of multi-class classifiers can be
obtained from a single CNN model. However, because features from
different layers of CNNs vary largely in their levels of abstraction,
the obtained classifiers differ remarkably in their abilities to distin-
guish scene categories.

In order to obtain satisfactory results, proper weights are sup-
posed to be assigned to the ensemble of classifiers for combination.
To address this issue, we  propose a soft combination strategy. On
one hand, this strategy takes variations in scene image contents
into consideration. Given an input image, it estimates the matching
degree between this image and each classifier in the ensemble, and
dynamically computes a weight for each classifier for combination.
On the other hand, this strategy takes global properties of the clas-
sifiers into consideration and adapts the classifiers in the ensemble
to given datasets by computing another set of static weights for
them.

Specifically, to compute dynamic weights, we  train a set of auxil-
iary classifiers based on features extracted with CNNs and associate
each auxiliary classifier with a classifier in the ensemble, which is
trained with the same type of features as the auxiliary classifier.
The auxiliary classifiers are trained to generate dynamic weights
for classifiers in the ensemble to reflect the quality of categorizing
an image by using the corresponding classifier. To compute static
weights, we  adopt the genetic algorithm [41,42] to make the combi-
nation of the ensemble of classifiers to give optimum performances
over validation sets of given datasets.

Given an input image, we first use the multi-class classifiers to
perform classification based on the corresponding features inde-
pendently, then we use the auxiliary classifiers to compute a set
of dynamic weights for the classifiers. After that, the outputs of the
multi-class classifiers are combined with both the dynamic weights
and static weights to predicate the category of the input image.

Our main contributions in this paper can be summarized as fol-
lows:

1. We  introduce an architecture to train an ensemble of classifiers
from a single CNN.

2. We  propose to train a set of auxiliary classifiers to predicate
dynamic weights for an ensemble of classifiers for combination,
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