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Highlights 

 BPNN is applied to depict the nonlinear relationships between the features 

 OGA is used to select the important features and interaction terms 

 A simple-to-implement and efficient algorithm is designed 

 The forecast error bounds of the proposed model TSOGA are derived 

 The real data experiments are given to support the proposed model 

 

Abstract 

Currently, forecasting and feature selection tasks are attracting considerable attention 

from various scientific fields including global solar radiation forecasting, signal 

processing, microarray data analysis, finance, medicine and others. However, both 

selection inconsistency and the intractable computational cost pose critical difficulties 

when implementing forecasting tasks. Although artificial neural networks (ANNs) are 

useful for forecasting, a large number of nuisance features are employed. To establish 

an interpretable forecasting model, feature selection techniques are combined with 

ANNs to reduce the number of inputs and the complexity of network structures. 

However, these approaches shrink the estimate, which results in inaccurate 

forecasting results. To overcome these drawbacks, this paper successfully investigates 

a novel soft computing approach referred to as a two-stage feature selection procedure 

using the orthogonal greedy algorithm (TSOGA) to select the important features as 

inputs of ANNs. A simple-to-implement and efficient computational algorithm is 

designed, and the theoretical analysis is also provided. Furthermore, the high 

dimensional Bayesian information criterion (HDBIC) is utilized to select the optimal 

forecasting model. Real data experiments directly demonstrate the outstanding 
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