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a  b  s  t  r  a  c  t

A  robust  and  adaptive  multivariate  nonlinear  time  series  prediction  model  is  proposed  based  on  echo  state
network and  variational  inference  and  we  call it robust  variational  echo  state  network  (RVESN).  RVESN
uses a  heavy-tailed  and  more  robust  Gaussian  mixture  distribution  as the likelihood  function  of  the  model
output.  The  variational  inference  procedure  which  has  an advantage  over  the  Laplace  approximation  is
utilized  to  handle  the marginal  likelihood  function  of the  model  output  which  is  analytically  intractable
for  the  mixture  distribution.  RVESN  not  only  has  strong  capability  of  nonlinear  approximation  as  echo
state  network  and avoids  the  cross-validation  process  of estimating  model  parameters  but  also  is  more
robust  to outliers  compared  to the traditional  Bayesian  learning  with  a  single  Gaussian  distribution  as
the likelihood  function  of the  model  output.  And  furthermore,  the  Gaussian  mixture  distribution  can
describe the  underlying  dynamic  characteristics  of the  multivariate  time  series  more  comprehensively
and  practically  than  a single  Laplace  or  Gaussian  one  by  an  adaptive  parameter.  The  experimental  results
of artificial  and  real-world  multivariate  nonlinear  time  series  with  and  without  outliers  demonstrate  that
RVESN has  better  prediction  performance.

©  2017  Elsevier  B.V.  All  rights  reserved.

1. Introduction

In most practical situations, the time series derived from com-
plex systems generally comprise multiple variables, which contain
more useful information than in univariate time series [1–3] and
nonlinear signal processing is generally needed in real world [4–6],
so multivariate and nonlinear time series prediction has attracted
substantial attention for dynamic system modeling in recent years
[7–9]. For their strong capability of nonlinear approximation,
neural network and support vector machine methods such as mul-
tilayer perceptrons (MLPs) [10], radial basis function (RBF) neural
network [11,12], self-organization map  (SOM) [13], back propa-
gation [14], fuzzy interval neural networks [15], co-evolutionary
neural networks [16], support vector machine [5,17,18], fuzzy
support vector machine [19], support vector echo state machine
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(SVESM) [20,21], extreme learning machine (ELM) [22] and its vari-
ants including kernel-based ELM [9] and support vector extreme
learning machine (SVELM) [23], echo state network (ESN) [24], have
been increasingly applied for multivariate and nonlinear time series
prediction and have good performance [25,26]. ESN is a kind of
recurrent neural network with a large number of randomly gener-
ated neurons (called the reservoir) [24]. It avoids the disadvantages
of the traditional gradient-based neural network models, has faster
convergence speed and can achieve the global optimization.

ESN has a large and sparsely connected reservoir, which can map
the input variables to high-dimensional space. ESN learning firstly
initializes the input weights and the internal weights of the reser-
voir randomly, and then only adjust the readout weights during
training the neural network [24]. Training the ESN is essentially a
linear task so as to be able to obtain the global optimal solution,
have faster convergence speed, and overcome the shortcomings of
traditional neural network. Pseudoinverse is an algebraic method
for training ESN. However, the pseudoinverse method is liable
to produce ill-posed problems. To avoid the ill-posed problems,
regularization methods, such as truncated singular value decompo-
sition [27] and Tikhonov-type regularization [28] for ESN training,
have been developed. Ridge regression ESN (RRESN) is the tradi-
tional Tikhonov regularization that solves the ill-posed problems
by introducing the regularization term into the objective function
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Fig. 1. Probability density curve of different distribution without outliers.

to penalize larger readout weights. The parameter C of the reg-
ularization term is needed to be determined to obtain a model
with good performance. The commonly used method of determin-
ing C is cross-validation, but this method is time-consuming. And
furthermore, RRESN is sensitive to the outliers.

ESN based on Bayesian regression (BESN) [29] is on the assump-
tion that the likelihood function of the model output obeys a
Gaussian distribution, while this assumption also leads to a model
of lacking robustness. If the training dataset is contaminated by
outliers, the prediction accuracy of the model based on Bayesian
regression can be significantly compromised.

Because the dataset acquisition circumstances are complex and
the dataset is affected by a variety of noise, the training dataset is
always contaminated by outliers in practice. Building a robust echo
state network model is consequently much needed. The robust echo
state network (RESN) [30] replaces the commonly used Gaussian
distribution with a Laplace one as the likelihood function of the
model output. And the likelihood function is finally approximated
as a zero-mean Gaussian one by utilizing bound optimization algo-
rithm. However, when the training datasets are not contaminated
by the outliers, the likelihood function of the RESN is still set as
a Laplace distribution and then approximated as a Gaussian one,
which actually lead to information loss.

Take univariate distribution as an example. The probability den-
sity curve of different distribution with and without outliers are
shown in Figs. 1 and 2. Histogram distribution of 200 integer data
points drawn from a Gaussian distribution, together with the max-
imum likelihood fit obtained from a Laplace, Student-t, Gaussian
and Gaussian mixture distribution are shown in Fig. 1. The same
dataset but with 20 outliers are shown in Fig. 2. The sensitivity of
Gaussian distribution to outliers and the information loss of Laplace
distribution can be seen from Figs. 1 and 2.

In order to achieve a robust model which can be adaptive to
the datasets with or without outliers and describes the dynamic
information more comprehensively, a more practical heavy-tailed

distribution is needed to be as the likelihood function of model
output. Student-t distribution is a typical heavy-tailed distribution
[31,32]. However, using Student-t distribution as the output likeli-
hood function makes the model learning computationally complex.
And as observed from Figs. 1 and 2, Laplace distribution leads to loss
of information. Consequently as an approximate Student-t distribu-
tion, Gaussian mixture distribution is robust to outliers and has the
advantages of convenient calculation and retaining more informa-
tion. So the proposed model utilizes Gaussian mixture distribution
as the likelihood function of model output. And it can capture the
underlying dynamic characteristics of the multivariate time series
and reduce the loss of information by an adaptive parameter with
the training datasets contaminated or not. The advantages of Gaus-
sian mixture distribution can be seen from Figs. 1 and 2.

For the marginal likelihood function of the model output is
analytically intractable for the replaced distribution, the varia-
tional Bayesian inference procedure [33,34] is utilized for the
ESN training. The variational approach has an advantage over the
Laplace approximation, in particular, the use of variational param-
eters gives the variational approach greater flexibility. And the
greater flexibility of the variational approximation translates into
improved accuracy [35]. Thus a robust variational echo state net-
work (RVESN) prediction model is achieved. The proposed RVESN
not only has the capability of nonlinear approximation as ESN but
also is more robust to outliers and it can represent dynamic charac-
teristics of the multivariate time series more comprehensively. The
simulation results also demonstrate that RVESN has better predic-
tion performance.

The rest of this paper is structured as follows. Section 2 gives a
brief review of the preliminary works. Section 3 presents the RVESN
model. Section 4 gives the simulation results of Lorenz chaotic mul-
tivariate dynamic system, Rossler time series, the annual runoff and
sunspot bivariate dynamic system and the monthly average tem-
perature and rainfall series in Dalian. In Section 5, the conclusions
are given.

Fig. 2. Probability density curve of different distribution with outliers.
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