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a  b  s  t  r  a  c  t

Elderly  people,  who  are  living  alone,  are  at great  risk  if a fall  event  occurred.  Thus,  automatic  fall  detection
systems  are  in demand.  Some  of  the early  automatic  fall  detection  systems  such  as wearable  devices  has  a
high  cost  and  may  cause  inconvenience  to  the  daily  lives  of the  elderly  people.  In  this  paper,  an  improved
depth-based  fall detection  system  is  presented.  Our  approach  uses  shape  based  fall  characterization  and
a Support  Vector  Machines  (SVM)  classifier  to classify  falls from  other  daily  actions.  Shape  based  fall  char-
acterization  is  carried  out with  Curvature  Scale  Space  (CSS)  features  and  Fisher  Vector  (FV) encoding.  FV
encoding  is used  because  it has  several  advantages  against  the  Bag-of-Words  (BoW)  model.  FV  represen-
tation  is robust  and  performs  well  even  with  simple  linear  classifiers.  Extensive  experiments  on SDUFall
dataset,  which  contains  five  daily  activities  and intentional  falls from  20  subjects,  show  that  encoding
CSS  features  with  FV encoding  and  a SVM  classifier  can  achieve  an  up  to  88.83%  fall  detection  accuracy
with  a single  depth  camera.  This  classification  rate  is 2% more  accurate  than  the  compared  approach.
Moreover,  an  overall  64.67%  accuracy  is obtained  for  6-class  action  recognition,  which  is about  10%  more
accurate than  the  compared  approach.

©  2015  Elsevier  B.V.  All  rights  reserved.

1. Introduction

Falls are considered as an important public health problem, especially for the
older adults whose ages are 65 and over. Statistics about the falls show that 33% of
the older adults fall each year, which causes serious injuries such as hip fractures,
lacerations and head traumas [1]. According to the emergency department’s reports,
2.4  million elderly people who fall down were treated and more than one-third of
these falls were hospitalized in 2012, which costs about $30 billion [1].

Elderly people, who  are living alone, are at great risk if a fall event occurred and it
is  reported that about 3% of fallen elderly people are found helpless or dead at home
[2]. Thus, fall detection at home or at other environments such as hospital room
or  aged care home has become an interesting research topic in the communities of
computer vision and machine learning [3]. Such a system can ensure the safety of
the elderly people who  live alone.

In the last decade, a great number of automatic fall detection systems have been
proposed [4–10]. The main aim of such systems is to monitor a fixed area where
elderly people live and send a message to an emergency center or caregivers once
a  fall is detected. Some of the early works about the fall detection are based on
the  wearable sensors [11]. The main drawback of wearable sensors is the need to
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wear and carry some related devices such as batteries, during the day. The recent
research trend about fall detection is vision-based approaches Most of the vision-
based method use regular RGB cameras [12–15]. However, depth cameras, such as
the Kinect sensor are recently popular and effective in fall detection based on its
several advantages against regular RGB cameras. First of all, depth cameras have
low price and have more functionality when compared with the regular RGB cam-
eras [16,17]. The depth cameras preserve the privacy of the monitored person’s life
[17]. Moreover, changing lighting conditions does not affect the output of the depth
cameras [18].

Up to now, there have been various depth sensor based automatic fall detection
systems. In [19], the authors propose a two-staged fall detection approach based on
Kinect sensor. Firstly, the observed individual’s vertical state is modeled in the depth
image frames and then segments on ground events from the vertical time series are
obtained. The second stage uses an ensemble of decision tree classifier. Experimental
comparisons show the superiority against its compared methods. In [20], Curvature
Scale Space (CSS) features and Bag-of-Words (BoW) methods are combined to detect
falls in depth videos. An improved extreme learning machine classifier is adapted to
work and 86.83% fall detection accuracy is obtained. In [21],  the authors propose an
algorithm for fall detection using a ceiling-mounted 3D depth camera. Human area
and shape’s major length to width features are used to distinguish the lying pose
and  other common daily activities by using a k-NN classifier. The work presents a 0%
error. Mean shift clustering (MSC) and depth connected components algorithms are
used  to detect fall in depth image sequences [22]. The human segmentation from the
back-ground is achieved with the MSC. The presented experimental results show
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high accuracy. In [23], a fall detection system is proposed based on anthropomet-
ric relationships in a complex indoor environment. The obtained features are used
to  determine multiple human subjects between the detected segments. The exper-
iments show promising results even in more complex indoor scenarios. Another
depth-based fall detection system by considering the human skeleton is presented
in  [24]. The authors use two  features such as distance between human skeleton joins
and  the floor and the join velocity. The first feature is considered for fall detection
in  depth frames due to the fact that fallen human skeleton joins are close to the
floor level. The second feature is used to distinguish the natural falls from the lying
activity.

There are also other fall detection approaches based on RGB cameras [12–15]. In
[12], authors propose an algorithm based on body posture changes. Fall is detected
if  the body posture changes from standing to lying in a short period. The proposed
approach can recognize standing, bending, sitting and lying actions with a fuzzy
neural network classifier. In [13], fall detection is conducted based the human body
postures. The human body silhouette bounding box parameters are used as fea-
tures and a k-nearest neighbor (k-NN) approach is used for classification purposes.
A  fuzzy logic based fall detection approach is proposed in [14]. The authors rec-
ognize static postures such as lying, squatting, sitting and standing with Support
Vector Machines (SVM) classifier. 74.29% recognition accuracy is reported. Another
SVM based fall detection approach is proposed in [15]. Both using the shape and
context information, the accuracy of fall detection system is highly improved. The
reported accuracy is 97.08%.

In this paper, we present a novel approach for improving the depth based fall
detection by encoding the CSS features with Fisher Vector (FV) representation. Espe-
cially, we aim to improve the detection performance of the approach that is proposed
in  [20] where CSS features and BoW are combined (BoCSS) to characterize the fall
action. The CSS features are known to be invariant against the translation, rotation
and  scaling [25]. BoW is a popular image representation approach for classification
task  which consists of two  stages such as local descriptor extraction and assigning
each descriptor to the closest dictionary [26]. The dictionary is constructed with the
popular k-means clustering algorithm. In this work, we  propose to use FV encoding
instead of the BoW for further performance improvement. FV can be regarded as
the extension of BoW. In FV, the Gaussian Mixture Model (GMM) is employed as the
visual dictionary. The gradients of the log likelihood w.r.t. the parameters of GMM
are  computed to model the generative process of data samples. As a result, FV can be
obtained by concatenating the partial derivatives w.r.t. all the Gaussians. Compared
to  BoW, FV can further leverage the performance, generally. The FV representation
further has the following advantages [27]:

1)  FV can be considered as a generalization of the BoW. In other words, BoW is a
particular case of the FV. The additional gradients improve the FV’s performance
greatly.

2)  Smaller codebooks can be used to construct the FV, which yields lower compu-
tational cost.

3) FV performs well even with simple linear classifiers.

In  [20], the authors also improve an ELM structure to classify falls from the other
daily activities such as bending, sitting, walking, squatting and lying. On the contrary,
we  do not try to improve any classifier based on the fact that FV leads to excellent
results even with linear classifiers. Thus, we used a binary SVM to distinguish fall
action with the other actions. Various experiments are conducted on the SDUFall
dataset [28]. In [20], it is reported that the SVM obtain the worst classification result
and  average accuracy is 63.12%. On the contrary, we obtain 88.83% average accuracy
with the SVM classifier.

The paper is organized as follows: In Section 2, we briefly introduced the concept
of  the CSS features, FV and SVM. In Section 3, details about the proposed method are
given. In Section 4, dataset and experimental works are described. The conclusions
are drawn in Section 5.

2. Theoretical background

In this section, the theoretical background of the proposed work
is given. The concepts of the CSS, FV and SVM are briefly reviewed.
For their comprehensive descriptions, please refer to the related
references.

2.1. CSS representation and features extraction

CSS is considered as an efficient presentation of the invariant
geometric features of a given planar curve at various scales [25].
In order to compute the CSS, let’s define a curve with a parametric
vector equation as given in Eq. (1);

�(u) = (x(u), y(u)) (1)

here, u is assigned arbitrarily. Then, the curvature function �(u) is
defined as;

�(u) = ẋ(u)ÿ(u) − ẍ(u)ẏ(u)

(ẋ2(u) + ẏ(u))3/2
(2)

If each component of � is convolved with a one dimensional
Gaussian kernel g(u, �) of width �, then X(u, �) and Y(u, �) represent
the components of the resulting curve �� ;

X(u, �) = x(u) ∗ g(u, �) (3)

Y(u, �) = y(u) ∗ g(u, �) (4)

where * shows the convolution operator. The derivatives of each
component can be computed as;

Xu(u, �) = x(u) ∗ gu(u, �) (5)

Xuu(u, �) = x(u) ∗ guu(u, �) (6)

where gu(u, �) and guu(u, �) are the first and second derivatives of
g(u, �) with respect to u. We  need to compute the similar deriva-
tives for Y(u, �) as Yu(u, �) and Yuu(u, �). Based on the extracted
equations, the curvature on �� can be defined as;

�(u, �) = Xu(u, �)Yuu(u, �) − Xuu(u, �)Yu(u, �)

(Xu(u, �) + Yu(u, �)2)
3/2

(7)

The CSS image of � is then defined at �(u, �) = 0, the zero crossing
point of all �. Zero crossing point is invariant to rotation, translation
and scaling because the curvature is calculated for several scales.
On the CSS image, the (u, �) coordinates of all zero crossing con-
struct several continuous curves. The maxima point of each curve
is concatenated to construct the CSS features [20].

2.2. Fisher Vector

Let’s define a set of local features X = {xt, t = 1, . . .,  T} which is
extracted from an image, where T indicates the number of features.
In addition, let’s assume that the generation process of X can be
modeled by a probability density function u� with parameters �
[27,29]. X can be defined by the gradient vector [29];

GX
� = ∇� log u�(X)

T
(8)

The generation process can be described by the gradient of the
log-likelihood. The number of parameters in � directly determines
the dimensionality of this vector and the number of patches T does
not affect the dimensionality of the vector. A kernel on these gra-
dients is [29]:

K(X, Y) = GX
�F−1

�
FY

� (9)

where F� is the Fisher information matrix of u�;

F� = Ex∼u�
[∇� log u�(x) log u�(x)

′
] (10)

Since F� is positive semi-definite, using the Cholesky decompo-
sition F� = L′

�
L� and K(X, Y) can be written as;

GX
� = L�GX

� (11)

GX
�

is the Fisher Vector of X. When probability density function

u� is assumed to be modeled by GMM,  u�(x) =
∑K

i=1wiui and
� = {wi, �i, ˙i, i = 1, . . ., K} where wi, �i, ˙i are parameters of
Gaussian ui.

2.3. SVM

Let’s consider a training pair with N samples, defined by {xi, yi} ,
i = 1, . . .,  N, with the data xi ∈ Rd and label yi ∈ {−1, + 1}. SVM tries
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