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a  b  s  t  r  a  c  t

This  paper  presents  a new  variant  of the  Differential  Evolution  (DE)  algorithm  called  Sinusoidal  Differ-Q3
ential  Evolution  (SinDE).  The  key  idea  of  the proposed  SinDE  is  the  use of  new  sinusoidal  formulas  to
automatically  adjust  the values  of  the  DE  main  parameters:  the  scaling  factor  and  the  crossover  rate.
The objective  of  using  the proposed  sinusoidal  formulas  is  the  search  for a  good  balance  between  the
exploration  of  non  visited  regions  of the  search  space and  the exploitation  of  the  already  found  good
solutions.  By  applying  it on  the  recently  proposed  CEC-2013  set  of  benchmark  functions,  the proposed
approach  is  statistically  compared  with  the  classical  DE, the linearly  parameter  adjusting  DE and  10 other
state-of-the-art  metaheuristics.  The  obtained  results  have  proven  the  superiority  of  the  proposed  SinDE,
it outperformed  other  approaches  especially  for multimodal  and composition  functions.

©  2014  Published  by  Elsevier  B.V.

1. Introduction

Differential Evolution (DE) is a powerful optimisation meta-
heuristic that was first proposed by Price and Storn in 1995 [1,2].
Since then, this population-based metaheuristic has attracted the
attention of researchers in many fields. It was  intensively used
to solve academic and real life problems, especially in the fields
of engineering and sciences. This evolutionary algorithm is con-
sidered as one of the most reliable and versatile optimisation
techniques available today [3].

Differential evolution uses rather a greedy selection and less
stochastic approach to solve optimisation problems than other clas-
sical evolutionary algorithms. It differs from other evolutionary
algorithms in the mutation and recombination phases. Unlike some
metaheuristic techniques such as genetic algorithms and evolution
strategies, where perturbation occurs in accordance with random
quantities, DE uses weighted differences between solution vectors
to perturb a given population [1,4].

According to Price [5], differential evolution has the ability to
find the true global optimum regardless of the initial parameter
values, is fast and simple with regard to application and modifi-
cation, requires few control parameters, has a parallel processing
nature and offers fast convergence, capable of providing multiple
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solutions at a single run, effective on integer, discrete and mixed
parameter optimisation and able to find the optimal solution for
a non-linear constrained optimisation problem with penalty func-
tions. It is clear that conventional DE is a bit overestimated by its
inventors; new optimisation problems proved that DE sometimes
fails at finding the global optimum, when failing at achieving a good
balance between the exploitation of the already-found good solu-
tions and the exploration of the non-visited regions of the search
space. This weakness has led to the emergence of many variants of
the basic algorithm.

Basic variants of DE were first defined and used by its inventors,
Price and Storn, to solve optimisation problems [2,5–7]. Later on,
other variants have been proposed and thoroughly studied, by other
researchers, to analyse their explorative and exploitive capabilities.
For example, in [8], Lampinen proposed a DE algorithm for handling
non-linear constraint functions. In [9], Gamperle et al. initiated the
series of works studying the influence of parameters’ values on the
performance of the DE algorithm; the authors gave some guidance
about parameter values setting.

Through comparing differential evolution with other evolution-
ary techniques, such as Particle Swarm Optimisation (PSO) [10],
and with the emergence of many new variants of the DE  algo-
rithm, the problem of parameters setting and its impact on the
overall performance of the algorithm appeared as a serious chal-
lenge for researchers interested in exploiting this metaheuristic
(DE) for solving daily life problems. Hence, new variants working on
the adjustment and adaptation of DE parameters, especially those
based on hybridising DE with other evolutionary techniques, have
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emerged in recent years [11–16]. A rich review of some of these
automatically parameter adjusting and adaptive variants of the DE
algorithm can be found in the recent survey of Das and Suganthan
about differential evolution [17].

In its original version [1], the DE algorithm uses a special type
of mutation in which a given individual is perturbed using the
weighted difference between two other individuals chosen ran-
domly from the population. The weight of this difference is known
as mutation scaling factor or scaling parameter.  In early generations
of the algorithm, the individuals are relatively different from each
others. So, small values of the scaling factor will be able to offer good
diversity to the population. However, in later generations, the indi-
viduals would become very similar to each others, thanks to the
crossover operator. So, small values of the scaling factor will be vir-
tually incapable of offering diversity to the populations. Thus, the
algorithm is likely to fall in local optima, especially in the case of
high-dimension problems, where a big number of generations is
generally needed to get good solutions. As a result, more freedom
should be allowed to the algorithm to switch from exploration into
exploitation, and vice versa, through an automatic adjustment of
the values of parameters and so the change of search direction. In
the same way, the crossover rate can dramatically influence the
quality of solutions; a small value would lead to not getting profit
from the mutant, while a big value will make big perturbations.

In this perspective, we propose here a novel automatically
parameter adjusting version of differential evolution: the Sinu-
soidal Differential Evolution (SinDE). This variant uses a sinusoidal
framework to define the value of the mutation scaling factor and/or
the crossover rate at each generation. Different patterns are pro-
posed; some of them use the sinusoidal adjustment of only one
parameter, the other parameter is fixed to the recommended value;
other patterns adjust both parameters. This new scheme of cal-
culating DE parameter values, as will be shown in the numerical
results section, allows a good balance between exploration and
exploitation, since the parameter value increases and decreases
periodically, thanks to the periodicity of the Sine function. More-
over, the gradually-increasing (or decreasing) interval between
maximum and minimum allowed values of the parameter being
adjusted offers a good possibility to escape local optima.

The proposed SinDE algorithm has been tested on the recently
defined set of reference benchmark functions: the CEC-2013
testbed [18]. First, It has been compared using the Wilcoxon
rank-sum test against the classical DE, the linearly parameter-
adjusting DE (LADE), other four recent powerful variants of the
DE algorithm (the SMADE, the DEcfbLS, the b6e6rl and the TLB-
SaDE), and the recently proposed CMA-ES-RIS algorithm. Next, the
Holm–Bonferroni [19] statistical procedure has been used to fur-
ther compare SinDE to these algorithms and five other state-of-the
art algorithms. The obtained results show the superiority of the
proposed SinDE in both statistics; it has largely outperformed the
majority of these algorithms and has been slightly better than the
others.

The remainder of this paper is organised as follows. In Section 2,
basic concepts of differential evolution and its standard variants
are presented. The proposed sinusoidal DE, SinDE, and its different
patterns are described in Section 3. Section 4 validates the per-
formances of the proposed approach through comparing it against
classical DE and other state-of-the-art metaheuristics. The obtained
experimental results are discussed in the same section. Finally, con-
clusions and future directions of research are drawn up in Section 5.

2. Differential evolution

The Differential Evolution (DE) algorithm [1], follows the gen-
eral procedure of an evolutionary algorithm: an initial population
of individuals is created by random selection and evaluated; then

the algorithm enters a loop of generating offspring, evaluating off-
spring, and selection to create the next generation [20], till a stop
condition is met. Generating offspring consists of two  operations:
differential mutation and differential crossover.

In basic DE, the mutation operation creates a new individual
vi called the mutant by adding the weighted difference between
two individuals (vectors) chosen randomly from the population to
a third one, also chosen randomly, as shown in Eq. (1) below [1]. In
the equation, i, i1, i2, i3 ∈ {1, . . . , NP} are mutually different indices,
NP is the size of population, and F is a real positive scaling factor of
the difference di = xi2 − xi3 .

vi = xi1 + F.(xi2 − xi3 ) (1)

The crossover operator implements a discrete recombination of the
mutant, vi, and the parent vector, xi, to produce the offspring ui. This
operator is formulated as shown in Eq. (2) below [21,22]; where:
Uj(0, 1) is a random number in the interval [0,1], CR ∈ [0, 1] is the
crossover rate, and k ∈ {1, 2, . . . , d} is a random parameter index,
chosen once for each individual i to be sure that at least one param-
eter is always selected from the mutant. Popular values for CR are
in the range [0.4, 1].

ui(j) =
{

vi(j), if Uj(0,  1) ≤ CR or j = k,

xi(j), otherwise
(2)

This type of crossover is called binomial crossover. Another type of
crossover used in DE is the exponential crossover. Its principle is
as follows. The starting position of crossover is chosen randomly
from

{
1, ..., d

}
, d is the problem dimension; then, L consecutive

elements (counted in circular manner) are taken from the mutant
vector v [16]. In the present work, we are interested in binomial
crossover.

After applying differential crossover, the obtained individual,
called trial vector,  is compared to the parent individual (also called
target vector).  A greedy selection takes place at this point, i.e. the
fittest of them will become the target vector. This selection oper-
ation, in the case of a minimisation problem, can be expressed
as shown in Eq. (3); in the formula, xi,G+1 is the new target vec-
tor (at generation G+1), ui,G+1 is the trial vector obtained from the
crossover operation, xi,G is the target vector at generation G, and
fit(*) is the fitness function. Of course, in the case of a maximisation
problem, the opposite comparison is used, i.e. a ‘≥’ replaces the ‘≤’
in the equation.

xi,G+1 =
{

ui,G+1, if eval(ui,G+1) ≤ eval(xi,G),

xi,G, otherwise,
(3)

As already stated, the differential evolution algorithm repeats these
three operations of mutation, crossover and selection till a stop
condition is met. The stop condition is generally chosen to be a pre-
determined number of generations. Another stop condition that can
be used is achieving the global optimum, when its fitness is already
known. The non-evolution of the best fitness among population
individuals is an other widely-used stop condition. Generally, it is
recommended to use a combination of two  or three of these stop
conditions.

2.1. The ‘DE/x/y/z’ notation

A number of variations to the basic DE algorithm have been
developed in literature, mainly by its inventors [2,5–7]. DE strate-
gies differ in the way  the target vector is selected, the number
of difference vectors used to perturb it, and haw to determine
crossover points. In order to characterise these variations, a
notation was adopted in differential evolution literature, namely
DE/x/y/z notation [2,7,21]. In this notation, x refers to the method
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